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Abstract

When listening to music most people are able to distinguish the sound of different musical instruments, though this ability may require some training. However, when it comes to the singing voice, anyone can easily recognize it from the other several instruments of a musical piece. This dissertation deals with the automatic detection of singing voice in polyphonic music recordings. It is motivated by the idea that the automatic identification of the segments of a song containing vocals would be a helpful tool in music content processing research and related applications. In addition, the efforts on building such a tool could contribute to some extent to sound perception understanding and its emulation by machines.

Two different computer systems are developed in this work that process a polyphonic music audio file and produce in return labels indicating time intervals when singing voice is present. Each of them corresponds to a different conceptual approach.

The first one is a pattern recognition system based on acoustic features computed from the audio sound mixture and can be regarded as the standard solution. A significant effort has been put into its improvement by considering different acoustic features and machine learning techniques. Results indicate that it seems rather difficult to surpass certain performance bound by variations on this approach.

For this reason, a novel way of addressing the singing voice detection problem was proposed, that involves the separation of harmonic sound sources from the polyphonic audio mixture. This is based on the hypothesis that sounds could be better characterized after being separated, which would provide an improved classification. A non-traditional time-frequency representation was implemented, devised for analysing non-stationary harmonic sound sources such as the singing voice. Besides, a polyphonic pitch tracking algorithm was proposed, which tries to identify and follow the most prominent harmonic sound sources in the audio mixture. Classification performance indicates that the proposed approach is a promising alternative, in particular for not much dense polyphonies where singing voice can be correctly tracked. As an outcome of this work an automatic singing voice separation system is obtained with encouraging results.
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Introduction

1.1 Problem statement

When listening to music most people are able to distinguish the sound of different musical instruments. This ability may require some training, such as the one that is acquired just by carefully listening to music. However, when it comes to the singing voice, anyone can easily recognize it from the other several instruments of a musical piece, and even more, it usually becomes the focus of our attention. This fact should not be surprising, since our auditory system is particularly oriented towards oral communication through voice. Furthermore, singing voice usually conveys much information in music, because it commonly expounds the main melody, contains expressive features and carries lyrics.

This dissertation deals with the automatic detection of singing voice in polyphonic music recordings, i.e. where there are several simultaneous acoustic sources. It aims to build a computer system intended to process a music audio file and produce in return labels indicating time intervals when singing voice is present, such as the ones depicted in Figure 1.1. This requires the implementation of software that explicitly deals with those distinctive acoustic features that allow to discriminate between singing voice and other musical instruments; even when combined in complex sound mixtures where some of these characteristics may be obscured by the presence of several concurrent sounds. Yet, despite the fact that musical instruments recognition is quite a simple task for musically trained people, we still do not possess a complete understanding of which are the processes involved in our perception of timbre. In addition, the singing voice is one
of the most complex musical instruments, able to produce a huge amount of different sounds and expressive nuances (for a single person and between different singers, music styles, languages, etc.). All of this makes the automatic detection of singing voice in polyphonic sound mixtures a very challenging problem. One of the most troublesome characteristics of the problem is the variability of music, both with regards to the singing performance and to the accompaniment. In order to limit the scope of the work we focus on western popular music, which is in fact a very broad category anyway. For this reason, clarifications are given throughout this dissertation, such as the type of music a given algorithm is appropriate for, or which singing styles or musical instruments are problematic for a certain technique.

![Audio waveform and vocal labeled regions](image)

**Figure 1.1:** Audio waveform and manually labeled vocal regions for a popular song.

### 1.2 Context and motivation

Much research in the area of audio signal processing over the last years has been devoted to music content retrieval, that is the extraction of musically meaningful content information by analyzing an audio recording. The automatic analysis of either an individual audio file or large music collections makes it possible to tackle diverse music related problems and applications, from computer aided musicological studies [1] to automatic music transcription [2] and recommendation [3]. Not surprisingly, several research works deal with the singing voice, such as singer identification [4], singing voice separation [5], singing voice melody transcription [6], query by humming [7], lyrics transcription [8], among others. This kind of research would probably benefit from a reliable segmentation of a song into singing voice fragments. Furthermore, singing voice segments of a piece are valuable information for music structure analysis [9], as can be inferred from the vocal labels in Figure 1.1.

This thesis work is motivated by the idea that the automatic identification of the segments of a song containing vocals would be a helpful tool in music content processing research and related applications. In addition, we hope that the efforts on building such a tool could contribute to some extent to sound and music perception understanding by humans and its emulation by machines.
1.3 Description of the present work

This work explores the existing methods to tackle the problem of singing voice detection in polyphonic music and implements the most common approach, namely a statistical pattern recognition system based on acoustic features computed directly from audio sound mixtures. A study of the acoustic descriptors reported to be used for the problem is conducted, which involves their comparison under equivalent conditions. Different classifiers are applied as well, and their parameters finely tuned. In this way, an estimate of the achievable performance that can be expected following this approach is obtained. This work indicates that variations on a system of this kind provide no improvement on singing voice detection performance, which raises the question of whether the approach might suffer from the glass ceiling effect that has been ascertained in other similar music information retrieval problems [10]. This calls for new paradigms for addressing the problem.

For this reason, a different strategy is proposed, which involves the extraction of harmonic sound sources from the mixture and their individual classification. This is based on the hypothesis that sound sources could be better characterized after being isolated in a way which is not feasible when dealing with the audio mixture. The proposed sound sources separation technique comprises a non-traditional time-frequency analysis in order to capture typical fluctuations of the singing voice, and algorithms for multiple fundamental frequency estimation and tracking. Most of this work finds application beyond this particular research problem. Some features are proposed to exploit information on pitch evolution and prominence, that proved to be informative about the class of the extracted sounds. This information is combined with traditional spectral power distribution features to perform the classification. Obtained results indicate the proposed approach is a promising alternative, in particular for not much dense polyphonies where singing voice can be correctly tracked. However, the sound sources separation introduces new challenges and further work is needed in order to improve the performance results on more complex music and to overcome its main limitations. As an outcome of this work an automatic singing voice separation system is obtained with very encouraging results. Both of the studied approaches for singing voice detection that were implemented within this thesis work are outlined in Figure 1.2.

![Figure 1.2: Block diagrams of both approaches implemented within this thesis work for addressing the problem of singing voice detection in polyphonic music.](image-url)
1.4 Thesis outline

The remainder of this dissertation is organized as follows. Chapter 2 is a survey of the existing approaches for addressing the singing voice detection problem in polyphonic music. Related research fields and problems are identified and acoustic characteristics of the singing voice are mentioned. Then the type of solutions proposed is described, considering the kind of features and classification methods. Finally a summary of the most relevant research work on the subject is given, which determines the most common approach to the problem, and highlights in the end recent work which seems enlightening.

Then the dissertation is divided into two parts which correspond to the different approaches implemented. Part I comprises the study and development of a classification system based on acoustic features computed directly from the polyphonic audio mixture. Chapter 3 is devoted to describing concepts, methods, tools and data that are used along the process of developing the pattern recognition system. Then, Chapter 4 explores most of the features reported to be used for the singing voice detection problem. Different techniques are applied in Chapter 5 for feature selection, extraction and combination. Based on this study the most appropriate set of features is selected for the following development steps. In Chapter 6 various automatic classification algorithms are studied and their parameters are finely tuned. The performance of the different algorithms is compared for the classification of polyphonic music. As a result, a singing voice detection system is obtained which follows the classical pattern recognition approach.

Part II corresponds to the proposed approach based on sound source separation and classification. It includes in Chapter 7 a description of the time-frequency representation techniques developed in our research group intended to overcome limitations of classical tools and to take advantage of a-priori knowledge of music signals, in particular of the singing voice. Then, in Chapter 8 a polyphonic pitch tracking technique is proposed that makes use of tools presented in Chapter 7 for building a pitch salience representation and performs temporal integration of local pitch candidates based on an unsupervised clustering method. In this way, pitch contours of the more prominent harmonic sound sources in the analysed audio signal are obtained. Chapter 9 is devoted to describing how the identified harmonic sources are extracted from the audio mixture and to the process of classifying each of the isolated sounds. Some new features are proposed based on pitch related information and they are used in conjunction with spectral power distribution features as the input for a classification system of isolated sound sources.

Finally, Chapter 10 summarizes the implemented approaches and compares them with different testing databases. The dissertation ends with a critical discussion on the present work, the main conclusions and some of the more relevant ideas for future work.

Further information is provided at: http://iie.fing.edu.uy/~rocamora/msetthesis/
2 Survey of the existing approaches to singing voice detection

2.1 Introduction

To address the singing voice detection problem the knowledge on research fields such as classification of musical instruments [11, 12] and speech processing [13, 14] are of particular relevance. The former studies the ability to distinguish different musical instruments. Singing voice detection can be considered a particular case of musical instrument classification in complex mixtures, so many features used in this field may be useful for characterizing vocal and non-vocal segments of a song. Given the similarities between speech and singing voice it is reasonable to apply techniques and descriptors used to segment and recognize speech to singing voice problems. Speech/music discrimination, singing voice separation and singer identification are closely related problems, as many systems developed to perform these tasks try to identify those fragments of the audio file containing vocals.

Although singing voice resembles speech to a certain extent there are significant differences between them that need to be taken into account. To sing a melody line with lyrics it is usually necessary to stretch the voiced sounds and shrink the unvoiced sounds to
match note durations.\textsuperscript{1} For this reason, singing voice is more than 90% voiced, whereas speech is only approximately 60% voiced [15]. The majority of the singing voice energy falls between 200 Hz and 2000 Hz [16], but in speech the unvoiced sounds are more common and tend to raise this energy limit up to 4000 Hz. Speech has a characteristic energy modulation peak around the 4-Hz syllabic rate usually considered as an evidence of its presence in automatic speech processing [17]. With regards to pitch, in natural speech the fundamental frequency slowly drifts down with smooth changes. The fundamental frequency contour of the singing voice compared to speech tends to be more piece-wise constant with abrupt changes in between, following the pitch of notes. However, pitch variations are also very common in a vocal music performance since they are used by the singers to convey different expressive intentions and to stand out from the accompaniment. Besides this, speech pitch is normally between 80 to 400 Hz whereas singing has a wider pitch range that can reach 1400 Hz in a soprano singer [18, 19]. Moreover, singing voice is highly harmonic, that means that the partials of the sound are located at multiples of the fundamental frequency. Additionally, a known feature of operatic singing is the presence of an additional formant (resonance of the vocal tract), called the singing formant, in the frequency range of 2000 to 3000 Hz, that enables the voice to stand out from the accompaniment [20]. However, the singing formant does not exist in many other types of singing such as the ones in pop or rock.

\textbf{2.2 Previous work}

The common procedure adopted for partitioning a song into vocal and non-vocal segments is to extract features from audio signal frames (nearly stationary block of samples) at each few tens of milliseconds, and then to classify them as pertaining to one of the possible classes using a threshold method or a statistical classifier.

Threshold methods tend to be simple but need descriptors that clearly discriminate between classes in order to be successful. The methods proposed to classify audio frames into vocal and non-vocal apply a threshold on only one descriptor [21, 22] or compute different descriptors and apply a set of thresholds on them [23, 24]. On the other hand, statistical classifiers are trained using accompanied singing voices and pure instrumentals and can learn complex boundaries between classes combining several descriptors. This has the drawbacks of a certain amount of time spent on training and the difficulty of obtaining ground truth annotations for this purpose. In the singing voice detection problem, finding the exact boundaries over the entire song can be time-consuming, and sometimes could be difficult in case of slow decays or masking. Moreover, special attention has to be paid to ensure generalization beyond the training set avoiding overfitting.

\textsuperscript{1}Vocal sounds are usually divided by speech researchers in voiced and unvoiced. The vibration of the vocal folds produces quasi-periodic sound referred to as voiced. Those vocal sounds generated by the turbulence of air against the lips or tongue (such as the consonants “s” or “f”) are known as unvoiced and their waveform appears random though with some limited spectral shaping [14].
Several statistical classifiers have been explored to address the problem of singing voice detection, such as Hidden Markov Models (HMM) [25, 26], Gaussian Mixture Models (GMM) [27, 28], Artificial Neural Networks (ANN) [29, 30] and Support Vector Machines (SVM) [21, 31, 32].

The short-term classification of each signal frame considers only local information so it is prone to errors, and the classification obtained is typically noisy, changing from one class to the other. For this reason, usually long-term information is introduced, by smoothing the classification [27] or by partitioning the song into segments (much longer than frames) and assigning the same class to the whole segment. This partitioning of the song is performed based on tempo [26, 31], chord change [21] or spectral (timbre) change [28]. More global temporal aspects of a song are also taken into account by modeling the song structure (intro, verse, chorus, etc) by means of an HMM [26].

With regards to descriptors, research on musical instruments classification has demonstrated the importance of temporal and spectral features [11, 12], and the speech processing field has contributed to well known techniques (such as Linear Prediction) to compute voice signal attributes [13, 14]. A broad group of descriptors has been used for the purpose of singing voice detection. Singing voice carries the main melody and the lyrics of a popular song, so it is usually one of the most salient instruments of the mixture. Therefore, vocal frames can be identified by an energy increase of the signal, and energy or power descriptors are often used [22, 23, 26, 30, 31]. The timbre of different instrument sounds is partially dictated by their spectral envelope and when a new sound enters a mixture it usually introduces significant spectral changes. Among the descriptors computed to represent the spectral energy distribution are Mel Frequency Cepstral Coefficients (MFCC) [27, 28, 31], Linear Prediction Coefficients (LPC) (warped LPC or perceptually derived LPC) [16, 25, 29, 31], Log Frequency Power Coefficients (LFPC) [26], and spectral Flux, Centroid and Roll-Off [23, 30]. The delta coefficients (i.e. derivatives, see equation 4.1) of the previous features or of their variances are also used to capture temporal information [29]. As stated previously, singing voice is highly harmonic, thus the harmonicity of the signal, usually computed as an Harmonic Coefficient (HC), is used as a clue for singing voice detection [16, 23, 33].

Regarding harmonicity a pre-processing technique was proposed to attenuate the non-vocal harmonic sounds in the mixture [22, 26]. After estimating the key of the acoustic musical signal, an inverse comb filter is applied to attenuate those harmonic patterns originated from the pitch notes in the key. The pitch contours of the harmonic sounds of the accompaniment tend to be more steady compared to those of the singing voice (that usually exhibit vibrato and intonation). Therefore, the non-vocal harmonic sounds are more attenuated than the vocal ones after filtering.

The following is a summary of the most relevant research work on singing voice detection, which is outlined in table 2.1. To our knowledge, the first work that focused and described the problem of locating the singing voice segments in music signals was
Survey of the existing approaches

Table 2.1: Previous work chart.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Descriptors</th>
<th>Classifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berenzweig and Ellis [25]</td>
<td>Posterior Probabilities, PLP</td>
<td>ANN trained for speech</td>
</tr>
<tr>
<td>Chou and Gu [33]</td>
<td>Harmonic coef., 4Hz modulation, MFCC</td>
<td>GMM</td>
</tr>
<tr>
<td>Kim and Whitman [16]</td>
<td>Harmonicity</td>
<td>Threshold</td>
</tr>
<tr>
<td>Maddage et al. [31]</td>
<td>LPC, Spectral Power (MFCC, ZCR)</td>
<td>SVM (ANN, GMM)</td>
</tr>
<tr>
<td>Maddage et al. [21]</td>
<td>Twice iterated Fourier Transform</td>
<td>Threshold</td>
</tr>
<tr>
<td>New et al. [26]</td>
<td>Log-Frequency Power Coefficients</td>
<td>Multi-Model HMM (song)</td>
</tr>
<tr>
<td>Shenoy et al. [22]</td>
<td>Frequency sub-bands energy</td>
<td>Threshold</td>
</tr>
<tr>
<td>Tsai and Wang [27]</td>
<td>MFCC</td>
<td>2 GMM (vocal, non-vocal)</td>
</tr>
<tr>
<td>Li and Wang [28]</td>
<td>MFCC</td>
<td>4 GMM models</td>
</tr>
</tbody>
</table>

[25]. Posterior probability features and their statistics are derived from an ANN trained on a database of phonemes to work with speech. An HMM with two states is used to discriminate singing from accompaniment. Close in time, an approach for singing detection in speech/music discrimination is described in [33]. It employs a set of features that comprises MFCC, HC, 4-Hz modulation and energy based features to train a GMM.

Following these early works, new other approaches for singing detection were proposed. Artist classification is improved in [29] voice segments are detected with a multi-layer perceptron that is fed with Perceptual LPC (PLPC), plus deltas and double deltas (see equation 4.1). The vocal detected segments provide an improvement in the artist classification task. An harmonic sound detector is presented in [16] to identify vocal regions of an audio signal for singer identification. It works under the hypothesis that most harmonic sounds correspond to regions of singing. By means of an inverse comb filter bank, the signal is attenuated and the Harmonicity is computed as the ratio between the total energy in a frame over the energy of the most attenuated signal. The automatic singer identification system described in [23] identifies the starting point of the singing voice in a song using energy features, zero-crossing rate (ZCR), HC and Spectral Flux and performs classification with a set of thresholds. In [31] a study which aims to establish if there are significant statistical differences between vocal music, instrumental music and mixed vocal and instruments is described. The set of descriptors contains LPC, LPC derived Cepstrum, MFCC, Spectral Power, Short Time Energy and ZCR. Performance of an SVM is shown to be superior to that of an ANN or a GMM.

Subsequent research explored other descriptors and classification approaches. A technique for singing voice detection is proposed in [21] in which musical signals are segmented into beat-length frames using a rhythm extraction algorithm. The Fast Fourier Transform (FFT) of each frame is calculated, and after filtering to a narrow bandwith containing mostly voice, another FFT is applied (Twice Iterated Composite Fourier Transform, TICFT). Based on a threshold over the energy of the TICFT, singing voice
frames are separated from instrumental frames. Performance is improved by some frame-correction rules based on chord pattern changes. In [30] singing voice detection is performed by a bootstrapping process that consists in manually annotating a few random fragments of the song being processed to train a classifier. The feature set includes Mean Relative Energy, and Mean and Standard Deviation of Spectral Centroid, Roll-off, Flux and Pitch. Different classifiers are tested, being Logistic Regression and ANN those which performed best. In the work described in [26], a key estimation and an inverse comb filtering is performed to attenuate the harmonic sounds of the accompaniment. The LFPC computed after this process show an energy distribution in which the vocal segments have relatively higher energy values in the higher frequency bands. Classification is done with a multi-model HMM that models the different sections of a typical song structure (intro, verse, chorus, bridge, or outro). A classification refinement is provided by a verification step based on classification confidence and an automatic bootstrapping process (similar to that proposed in [30]). The work in [22] also addresses the singing voice segmentation problem by estimating the key of the song in order to perform an inverse comb filtering to attenuate the harmonic sounds of the accompaniment. Singing voice is retained after filtering due to vibrato and intonation. The energy in different frequency sub-bands is computed and the highest energy frames are classified as vocal.

Most recent works use MFCC feature vectors and classifiers such as GMM as the standard machine learning approach to singing voice detection. A system of this type for vocal/non-vocal classification is used in [27, 34, 35] with application to blind clustering of music, singing language identification and singer recognition, respectively. The class of each frame is hypothesized according to log-likelihoods and the final decision is made at homogeneous segments. In [5, 28] the problem of singing voice separation from music accompaniment is addressed, and singing voice detection is performed following this same approach. The audio is partitioned by detecting large spectral changes. Segments are classified in a similar way as described before, by considering the log-likelihoods of all the frames within a segment.

Certain improvements were reported in recent work by attempting a better temporal integration of the posterior probabilities yielded by the classifiers, by means of an HMM in [32] and by an autoregressive moving average filtering (ARMA) in [36].

An interesting approach proposed lately involves trying to explicitly capture vibrato or frequency modulation features of the singing voice [24, 37, 38]. This is usually performed by sinusoidal modeling followed by the analysis of modulations for each of the identified partial tracks. However, the authors themselves report that the vocal detection performance is inferior than that of the standard pattern recognition approach [24, 38].

Of special relevance are the results reported in [39] on the influence of music accompaniment on low-level features, when addressing the classification of audio segments into rap and other types of singing. Some features that yield useful results when applied on isolated vocal tracks are not able to preserve information about the vocal content when
mixed with background music. In addition, the performance of a standard machine learning classifier depends on the background music of the training and testing data. The authors suggest that it is quite probable that the classifier is in fact considering phenomena present in the accompaniment that occur in correlation with the vocal characteristics. This indicates that trying to derive information on a particular sound source based on features computed from the audio mixture can be misleading.

Also of particular interest to the present research is the study on music perception described in [40]. An experiment was conducted on subjects to examine how the length of a sound excerpt influences the ability of the listener to identify the presence of a singing voice in a short musical excerpt. The results indicate that subjects perform well above chance even for the shortest excerpt length (100 ms). This suggest that there is information on the presence of vocals in music recordings for such short temporal segments. In addition, it is reported that transitions between notes appear to benefit listeners perceptual ability to detect vocals.
Part I

Detection based on spectral features from audio sound mixtures
In the first part of this dissertation a pattern recognition system is designed to tackle the singing voice detection problem. It is based on acoustic features computed directly from audio mixtures. The development follows the typical steps for building a supervised pattern recognition system. This chapter introduces a few concepts, methods and databases that are used along this process.

3.1 Design of a classification system

The basic stages involved in the design of a classification system [41] are described in the following. Note that they are not independent, but strongly related. Based on the results from one step it may be necessary to revisit an earlier task in order to improve the overall performance of the system. Moreover, some methods combine several stages, for instance classification and features selection in a single optimization loop.

Features generation Involves computing measurable quantities from the available data. The features generation is detailed in Chapter 4.

Features selection and extraction Is the process of identifying those features (or transformations of them) that make the classes most different from each other, i.e. maximize inter-class distances. It also deals with selecting the number of features to use. This is described in Chapter 5.
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Classifier design  Implies learning a decision boundary between classes in the feature space based on a certain optimality criterion and the available data. This is the task covered in Chapter 6.

Performance evaluation  This is the task of assessing performance, in order to evaluate how different methods work and compare to each other, as well as estimating performance on new data not used for training. The following section (3.2) elaborates on this.

Figure 3.1: Stages involved in the development of a classification system.

From a statistical point of view the classification problem can be stated as follows. Consider the two-class case, where $w_1$ and $w_2$ are the classes, and $x$ represents the feature vector of an unknown pattern that shall be classified. Suppose we can compute the conditional probabilities $P(w_i|x)$ $i = 1, 2$, referred as posteriori class probabilities, which represent the probability that the pattern belongs to the class $w_i$ given that the observed feature vector is $x$. The pattern is classified to $w_1$ if $P(w_1|x)$ is greater than $P(w_2|x)$, or to $w_2$ otherwise. Using the Bayes' rule $P(w_i|x)$ can be expressed as,

$$P(w_i|x) = \frac{p(x|w_i)P(w_i)}{p(x)},$$

where $P(w_i)$ are the a priori class probabilities, $p(x|w_i)$ are the class-conditional probability density functions (also referred as likelihood function of $w_i$ with respect to $x$) and $p(x)$ is the probability density function of $x$, that can be computed as $p(x) = \sum_{i=1}^{2} p(x|w_i)P(w_i)$. Thus, ignoring $p(x)$ because it is the same for both classes, the classification rule can be formulated as $p(x|w_1)P(w_1) \geq p(x|w_2)P(w_2)$.

The class-conditional probabilities $p(x|w_i)$ describe the distribution of the feature vectors in each of the classes and can be estimated from the available training data. The a priori class probabilities may be known or can also be derived from the training data.

In the singing voice detection problem, the priors are dependent on the application, for instance, they will be very different if we aim at classifying short audio clips for a music recommender or if we are segmenting a whole song into vocal/non-vocal regions. Even in this latter case, priors may vary significantly for different music styles, as it is shown in Figure 3.2. Therefore, in the present work we considered that a priori probabilities are equal, that is, $P(w_1) = P(w_2) = 1/2$, being conscious that the classification performance can be improved if this is adjusted for a particular application or music material. It is
interesting to note that the database of songs from mainstream commercial music used in [24, 32] for singing voice detection is well balanced (50.3% vocal and 49.7% of non-vocal).

Figure 3.2: Two labeled songs that exhibit different a priori class probabilities (Tangled up in blue by Bob Dylan and This Year’s Kisses by Billie Holiday).

3.2 Performance evaluation

In the design of a classification system there are some methodological issues to consider regarding the assessment of performance. One of them has to do with performance comparison of different classification algorithms and feature sets. It is necessary to try to ensure that the empirical performance differences obtained are not due to random effects in the estimation of performance (e.g. selection of a particular dataset), but from real substantive differences between the classification methods or feature sets compared. Another problem has to do with predicting the achievable performance of a classification system against new data (different from that used for training), i.e. its ability to generalize. Using the rate of success (or failure) of the system on the training data as a performance estimate is definitely a bad idea, since it is likely to be very optimistic. When the amount of data available for designing the classifier is very large there is no objection, the classification model is built with a large training dataset and performance is estimated with another large data set. However, in a real problem the amount of labeled data available is generally scarce (and usually obtaining them is expensive and involves the participation of experts). This raises the following trade-off: first in order to build a good classifier many of the available data should be used for training, while on the other side to get a reliable performance estimate as much data as possible must be booked for testing.
In the machine learning methodology the available data is usually subdivided into training, validation and test set.\footnote{The terms validation and test are often confused, and testing is used as a synonym for the latter.} The training data is used for learning the parameters of the classifier by minimizing a certain error function. The validation set is used to tune the parameters and to compare different classifier configurations or techniques. Finally, since the resulting classifier may be overfitted to the validation data, an independent performance estimate is provided by the test set to assess the generalization ability of the fully-specified classifier.

Different alternatives to deal with a reduced data set have been proposed. One of them is to retain a certain portion of the available data at random only to estimate performance (holdout method). Care must be taken in order the data to be representative, so sampling is usually done stratified, i.e. ensuring that each class is adequately represented in the training and test set. A more general form of mitigating the bias produced by the particular selection of training and test sets is to repeat the process several times. In each iteration using different random samples of the available data to train and test. The error obtained in the different iterations is averaged to estimate the performance. A variant of this procedure, called cross-validation is to divide the total data set into a fixed number of partitions (folds) and repeat the process of training and validation using each of the partitions to evaluate the performance while the other is used for training. In this way each available data instance is used once for evaluation. Usually the partitioning is done stratified, resulting in a stratified cross validation. While the best way to evaluate performance with a reduced data set is still a controversial issue, stratified cross validation (using 10 partitions) is one of the most widely accepted methods \cite{42}. To reduce the influence of the choice of such partitions, when looking for a more accurate estimate the cross-validation process is usually repeated (for instance, repeating 10 times the stratified cross validation with 10 partitions).

To contrast a classification algorithm or a feature set with another, one could simply compare the performance estimate obtained for each of them. However, it is desirable to establish whether the performance differences are not due solely to the particular dataset in which the estimate is based on. One way to address this problem is to construct several data sets of the same size for testing and to get an estimate of the performance of the algorithms on each of them (for example using cross validation). Each experiment returns an independent performance estimate. It is of interest to establish whether the mean of these estimates for a given algorithm is significantly higher or lower than the average for another. This can be done using a statistical tool such as the Student test or t-test. Considering the difference between estimates has a Student distribution, given a certain significance level (e.g. 95\%), the test determines whether the average difference is significantly different from zero (null hypothesis) by verifying if it exceeds the confidence intervals. When the amount of data is limited and the data partition process is repeated several times the estimates are not independent. In this case, a variant called corrected resampled t-test \cite{43} should be used.
Another useful tool for visualizing and assessing performance of classifiers is the Receiver Operating Characteristics (ROC) graph \cite{44}. Consider a two-classes problem, namely a positive class and a negative class. Some classification methods produce a discrete label corresponding to each class, while others produce a continuous output to which different thresholds may be applied to predict class membership. Given an instance to be classified and the output of the classification system there are four different alternatives. If the instance is positive, it may be classified as positive which counts as a \textit{true positive}, or it may be classified as negative which counts as a \textit{false negative}. In the same way, if the instance is negative, a \textit{true negative} is produced if it is correctly classified and a \textit{false positive} if it is wrongly classified. Thus, the \textit{true positive rate} (tpr) and the \textit{false positive rate} (fpr) are defined as,

\[
tpr = \frac{\text{true positive}}{\text{total positive}} \quad fpr = \frac{\text{false positive}}{\text{total false}}.
\]

In a ROC graph true positive rate is plotted on the Y axis and false positive rate is plotted in the X axis, as depicted in Figure 3.3. A classifier that outputs only a class label produces a single point in the ROC graph space (discrete classifier). The location of this point indicates how the classifier balances the trade-off between high true positive rate and low false positive rate. The upper left point corresponds to perfect classification, but in a real situation increasing the true positive rate inevitably produces some false positives. If the output of the classifier is continuous, each threshold value produces a different point in the ROC graph space, and if the threshold is varied from $-\infty$ to $+\infty$ a continuous curve can be traced. Random guess corresponds to the diagonal line $y = x$.

The decision on where to establish the threshold determines the operating point of the classifier, and this may depend on the problem, typically on the cost of false positives or false negatives. Notice from the continuous curves on Figure 3.3 that depending on the operating point one classifier may be better than the other. To compare different classifiers the ROC curve can be reduced to a single value representing the expected performance by means of the area under ROC curve (AUC).\footnote{The AUC has an important statistical property: the AUC of a classifier is equivalent to the probability that the classifier will rank a randomly chosen positive instance higher than a randomly chosen negative instance. \cite{44}} Its value is between 0 and 1, given that it is the portion of the area of the whole unit square, and a realistic classifier should have a AUC greater than 0.5 which corresponds to random guess.

In the singing voice detection problem the optimal operating point may depend on the particular application. For instance, if the detected segments are to be used for singer recognition it is desirable to have the minimum number of false positives, not to mislead the recognition, even if this implies a moderate true positive rate since only a small number of reliable detections would be enough for the identification.
3.3 Audio datasets

Independent datasets of popular music recordings were used for training, validation and testing for both approaches to the singing voice detection problem implemented in this dissertation. The characteristics of the dataset used in each case are described in due course throughout the document. However, appendix B provides further details and serves as an unified reference for all the audio databases mentioned in this thesis work.

In the following, the databases used in Part I of this dissertation are introduced. The training database [TRAIN1] was built by automatically extracting short audio excerpts from music recordings and manually classifying them into vocal and non-vocal. Three different excerpt-length sets were constructed of 0.5, 1 and 3 seconds length. A vocal excerpt is discarded if it does not contain vocal sounds for at least more than 50% of its length. The non-vocal excerpts do not have any aurally identifiable vocal sound. All different-length sets contain 500 instances of each class. The music utilized belongs to a music genres database comprising alternative, blues, classical, country, electronic, folk, funk, heavy-metal, hip-hop, jazz, pop, religious, rock and soul. In addition, approximately 25% of pure instrumental and a cappella music was also added.

A validation database, that consists of 63 fragments of 10 seconds that were manually annotated, was used to select the fragment length and to evaluate some post-processing strategies. This is described in our preliminary study reported in [45] and some of these strategies are discussed in Section 4.2.
results are used in the development of the classification system. Music was extracted from Magnatune\(^3\) recordings belonging to similar genres as the ones used for training (in fact the same ones except for classical and religious). A subset of this database, referred as [VALID2], was also used for validating the second approach proposed in this dissertation which is described in Part II, but with a reduced set of musical genres.

In Chapter 6 a comparison of different classifiers and sets of features is performed using a validation set [VALID1]. This database comprises 30 songs by The Beatles from the albums Abbey Road and A hard day’s night that were manually labeled.

Once the features and the classifier were set and its parameters finely tuned for both classification approaches proposed in this dissertation, an independent evaluation was conducted on two different test databases [TEST1] and [TEST2] that are introduced in Chapter 10.

### 3.4 Software tools

The following is a brief summary of the main software tools used and developed in the course of this dissertation research work, some of which are available online.

The computation of acoustic features was implemented in Matlab, and different parts of the code were based on functions provided by [46].

The manual labeling of audio files was done using wavesurfer\(^4\). Different audio editing tasks were performed with Audacity\(^5\). Several scripts were implemented in bash and python that make use of audio processing tools such as sox\(^6\) and snack\(^7\).

The simulations on features extraction and selection, as well as on the classification methods were performed using the Weka\(^8\) software platform [42].

The classification systems developed to process polyphonic music files run in Matlab to deal with the audio files and compute the acoustic descriptors and perform the classification by invoking a program coded in Java that imports Weka software classes.

The time-frequency analysis techniques and the pitch tracking algorithm were implemented in Matlab and C code.

---

\(^3\)http://magnatune.com/
\(^4\)http://www.speech.kth.se/wavesurfer/
\(^5\)http://audacity.sourceforge.net/
\(^6\)http://sox.sourceforge.net/
\(^7\)http://www.speech.kth.se/snack/
\(^8\)http://www.cs.waikato.ac.nz/ml/weka/
4 Audio features generation

4.1 Introduction

In the context of this thesis work a study of the acoustic descriptors reported to be used for the singing voice detection problem was conducted, in which they were compared under equivalent conditions. This chapter describes the feature generation process for each of them.

Based on the existing literature the following descriptors were implemented. Most common features used in previous work are different ways of characterizing spectral energy distribution. Within this category we considered: Mel Frequency Cepstral Coefficients (MFCC), Perceptually derived LPC (PLPC) and Log-Frequency Power Coefficients (LFPC). Another feature implemented is the Harmonic Coefficient (HC), which provides a degree of harmonicity of the signal frame. Pitch was also included, being the only non-spectral feature reported that was considered relevant (4Hz modulation is appropriate for speech but not for singing [33], zero-crossing rate (ZCR) strongly correlates with the Spectral Centroid [12] and other power or energy features can be regarded as variants of spectral descriptors such as LFPC). In addition, a general purpose musical instruments classification feature set was built, including Spectral Centroid, Roll-off, Flux, Skewness, Kurtosis and Flatness. Apart from that, other sources of information that could provide new clues for singing voice detection were explored. Unfortunately none of them was considered significantly relevant compared to other existing features, even
when combined in heterogeneous feature sets, and were eventually discarded (though they are briefly reported in Section 4.2.7).

4.2 Descriptors computation

Audio signal is processed in frames of 25 ms using a Hamming window and a hop size of 10 ms. Considering that the majority of energy in the singing voice falls between 200 Hz and 2000 Hz [16], and based on performance results obtained in simulations, the frequency bandwidth for the analysis is set to 200 Hz to 16 kHz.

4.2.1 Mel Frequency Cepstral Coefficients

The Cepstrum analysis is widely used in speech processing, mainly because of its usefulness on separating the representation of the voice excitation from the vocal tract filter [47, 48]. This is achieved by turning the filtering in the frequency domain into an addition by using the logarithm as

\[ S(f) = X(f) H(f), \quad \log(|S(f)|^2) = \log(|X(f)|^2) + \log(|H(f)|^2) \]

where \( S(f) \) and \( X(f) \) are the spectra of the speech signal and that of the voice excitation respectively, and \( H(f) \) is the vocal tract filter frequency response. Then, the real cepstrum is obtained by the inverse Fourier Transform, thus yielding a time domain variable \( \tau \)

\[ c(\tau) = \mathcal{F}^{-1} \left[ \log(|S(f)|^2) \right] = \mathcal{F}^{-1} \left[ \log(|X(f)|^2) + \log(|H(f)|^2) \right]. \]

A common set of features derived from the discrete time Cepstrum analysis are the Mel Frequency Cepstral Coefficients (MFCC), which characterize the magnitude of the spectrum using a reduced number of coefficients. Lower coefficients tend to represent the envelope of the spectrum, while higher ones describe finer detail of the spectrum [47].

A mapping from the linear frequency scale to the Mel scale [49] is performed in order to better approximate humans’ auditory, since it has less resolution at high frequencies and a finer resolution at low frequencies. The mapping can be computed according to,

\[ f_{mel} = 2595 \log_{10} \left[ \frac{f}{700} + 1 \right]. \]

A comparison of the different frequency scales used in the features generation process, including the Mel scale, is shown in Figure 4.3. Apart from the speech processing field, MFCC features are also commonly used in music information retrieval (e.g. musical instruments recognition [50, 51]). A classical study of their usefulness on music modeling
can be found in [52]. The use of this particular frequency scale instead of other approximately logarithmic spacing seems not to be so critical, and slightly better results have been reported using Octave Scale Cepstral Coefficients instead [9].

The implementation of MFCC is based on [46] and derives for each signal frame 13 coefficients from 40 mel scale frequency bands. The computation process is outlined in Figure 4.2. An FFT is applied to the signal frame and the squared magnitude spectrum is obtained. After that, the magnitude spectrum is processed by a filter bank, which is depicted in Figure 4.3, whose center frequencies are spaced according to the mel scale. Then, signal power on each band is computed and the logarithm is taken. The elements of these vectors are highly correlated so a Discrete Cosine Transform (DCT) is applied, which transforms back to a time domain, and dimensionality is further reduced by retaining only the lowest order coefficients. An example of the evolution of lower order MFCC coefficients for a music excerpt is shown in Figure 4.1.

4.2.2 Perceptually derived Linear Prediction

Voice modeling by the Linear Prediction technique is typically carried out by considering the vocal audio signal $s(n)$ as the output of an all-pole system, i.e. an autoregressive model. The actual signal sample value is predicted by linear combination of past samples,

$$s(n) = \sum_{k=1}^{p} a_k s(n-k) + e(n)$$

where $a_k$ are the linear prediction coefficients, $p$ is the order of the model and $e(n)$ is the prediction error, also known as the residual. A common approach for determining the linear prediction coefficients is to minimize the total quadratic prediction error, $E = \sum_n e^2(n)$. This can be solved efficiently using methods such as the Levinson-Durbin recursion. The obtained coefficient characterize the all-pole filter that describes the spectral envelope of the analyzed signal frame.

Some psychoacoustic concepts are introduced in the Perceptually derived Linear Prediction Coding (PLPC) [53] analysis technique that make it more consistent with human hearing in comparison with conventional LPC analysis. The PLPC coefficients are obtained by a critical band power integration of the signal, following the Bark scale [54]. This scale gives an analytical approximation to the critical bands of hearing, which are frequency regions in which neighbouring frequencies interact. The mapping is computed as [46],

$$f_{\text{bark}} = 6 \text{ asinh} \left( \frac{f}{600} \right)$$

and is shown in Figure 4.3. The critical band power integration is followed by equal loudness weighting and intensity to loudness conversion (cubic root of sound intensity) [53]. Finally, a conventional Linear Prediction analysis is applied. The process is outlined
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Figure 4.1: Example of the MFCC, PLPC and LFPC features aimed at describing spectral energy distribution for a music audio excerpt. It can be noticed how the evolution of the features is related to the changes on the spectral content of the signal.

in Figure 4.2 and is implemented based on [46] using a model order of 12. An example of PLP coefficients evolution for a music audio excerpt is given in Figure 4.1.

4.2.3 Log-Frequency Power Coefficients

A simple way of describing spectral power distribution can be achieved by means of the Log-Frequency Power Coefficients (LFPC). The computation process is outlined in Figure 4.2. The signal frame is passed through a bank of 12 band-pass filters spaced logarithmically, and the coefficient of each band is obtained by computing the power of
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Figure 4.2: Schematic block diagrams for MFCC, PLPC and LFPC computation.

The band divided by the band bandwidth and expressed in decibels [26], as follows

$$\text{LFPC}_m = 10 \log_{10} \frac{S_m}{N_m}, \quad S_m = \sum_{k=f_{m-1}}^{f_m} |X(k)|^2, \quad m = 1, 2, \ldots, 12$$

where $m$ corresponds to the band number, $S_m$ is the power of the band, $N_m$ is the number of spectral components in the band, $X(k)$ is the $k^{th}$ spectral component of the signal frame, and $f_m$ are the indexes of the band boundaries corresponding to frequencies spaced logarithmically from 200Hz to 16kHz as represented in Figure 4.3. The evolution of LPFC features for a music audio example is shown in Figure 4.1.

Figure 4.3: Frequency scales and filterbanks for MFCC, PLPC and LFPC features.

4.2.4 Harmonic Coefficient

Implementation of HC follows the procedure described in [33], where the temporal and spectral autocorrelation of the signal frame are computed (TA and SA respectively), and the HC is obtained as the maximum of the sum of the autocorrelation functions,

$$\text{HC} = \max_\tau [\ TA(\tau) + SA(\tau) ],$$

where $\tau$ is the temporal delay. Temporal and spectral
autocorrelation functions are calculated as

\[
TA(\tau) = \frac{\sum_{n=1}^{N-\tau} \bar{x}_t(n) \bar{x}_t(n+\tau)}{\sqrt{\sum_{n=1}^{N-\tau} \bar{x}_t^2(n) \sum_{n=1}^{N-\tau} \bar{x}_t^2(n+\tau)}}
\]

\[
SA(\tau) = \frac{\sum_{k=1}^{M-\tau} \bar{X}_t(k) \bar{X}_t(k+k_\tau)}{\sqrt{\sum_{k=1}^{M-\tau} \bar{X}_t^2(k) \sum_{k=1}^{M-\tau} \bar{X}_t^2(k+k_\tau)}}
\]

where \(x_t(n)\) is a signal frame of \(N\) samples, \(X_t(k)\) is the magnitude spectrum of the signal frame computed by an \(M\) point FFT, \(\bar{x}_t(n)\) and \(\bar{X}_t(k)\) are the zero mean versions of \(x_t(n)\) and \(X_t(k)\), and \(k_\tau = \frac{M}{\tau f_s}\) is the frequency bin index that corresponds to the time delay \(\tau\). Figure 4.4 shows an example of the behaviour of the HC feature for a synthetic audio signal whose degree of harmonicity varies over time. Although the computed value shows a good correlation with the harmonicity of the spectrum, in a real polyphonic music sound it becomes too noisy. Thus, it proved to be of little help for singing voice detection as reported in our work [45], even when combined with other features.

### 4.2.5 Spectral descriptors set

Spectral Flux, Roll-off, Centroid, Skewness, Kurtosis and Flatness are implemented based on [12]. The Spectral Flux (SFX) is a measure of local spectral change, and it is computed as the spectral difference of two consecutive frames,

\[
SFX_t = \sum_{k=1}^{M} \left( \hat{X}_t(k) - \hat{X}_{t-1}(k) \right)^2
\]

where \(\hat{X}_t(k)\) is the energy normalized magnitude spectrum of the signal frame. Spectral Roll-off is computed as the frequency index \(R\) below which the majority of the spectral energy is concentrated (\(\gamma = 0.85\) is used),

\[
\sum_{k=1}^{R} X_t(k)^2 \leq \gamma \sum_{k=1}^{M} X_t(k)^2.
\]

The rest of the spectral descriptors consider the spectrum as a distribution, whose values are the frequencies and whose probabilities are the normalized spectral amplitudes, and compute measures of the distribution shape. The Spectral Centroid is the barycenter or center of gravity of the spectrum and is computed as,

\[
SC = \frac{\sum_{k=1}^{M} k X_t(k)}{\sum_{k=0}^{M-1} X_t(k)}
\]

The behaviour of this feature is depicted in Figure 4.4 for a test signal. The Skewness is a measure of the asymmetry of a distribution around its mean, while the Kurtosis is a measure of the flatness of a distribution around its mean. They are computed as the
Figure 4.4: Synthetic test signal comprising an harmonic stationary sound followed by an inharmonic bell-like sound in which partials gradually vanish and evolves into a single sinusoidal component. Harmonic Coefficient, Spectral Centroid and Spectral Flatness features are depicted along with the test signal to illustrate their behaviour.

normalized moments of order 3 and 4 respectively by,

\[
SS = \frac{\sqrt{\frac{M}{2}} \sum_{k=1}^{M} (X_t(k) - \bar{X}_t)^3}{\left( \sum_{k=1}^{M} (X_t(k) - \bar{X}_t)^2 \right)^{\frac{3}{2}}}, \quad SK = \frac{\frac{M}{2} \sum_{k=1}^{M} (X_t(k) - \bar{X}_t)^4}{\left( \sum_{k=1}^{M} (X_t(k) - \bar{X}_t)^2 \right)^{\frac{3}{2}}} - 3.
\]

where \( \bar{X}_t \) is the mean value of the magnitude spectrum \( X_t(k) \). The Spectral Flatness is a measure of how flat or similar to white noise the spectrum is. It is computed as the
ratio of the geometric mean to the arithmetic mean of the spectrum,

\[
SF = \frac{\sqrt[26]{\prod_{k=1}^{M} X_t(k)}}{\frac{1}{26} \sum_{k=1}^{M} X_t(k)}.
\]

A low value indicates a tonal signal, while for a noisy signal the value is close to 1. It is typically computed for several frequency bands. We used the following four overlapped frequency bands: 200-1000, 800-2500, 2000-3500 and 2500-5000 Hz. The first two bands are depicted in Figure 4.4 for an audio test signal.

### 4.2.6 Pitch estimation

Reliable pitch estimation in polyphonic music signals remains up to the moment a very challenging problem, so for the sake of simplicity a classical technique for fundamental frequency estimation in monophonic audio signals is applied\(^1\). This has the drawback of an unreliable estimation, prone to octave errors and noisy due to the many sounds present at the same time.

The implemented algorithm uses the Difference Function (DF), a variation of the auto-correlation function that calculates the difference between the signal frame and a delayed version of it,

\[
DF(\tau) = \sum_{n=1}^{N-\tau} (x(n) - x(n + \tau))^2.
\]

For a periodic signal this function is zero at values of \(\tau\) multiples of the signal period, while in case of quasi periodic signal it has minimums close to zero. The pitch of the signal is estimated as the inverse of the delay value of the first minimum.

### 4.2.7 Other explored features

Apart from studying the features reported in the literature, some new sources of information to derive audio descriptors were also explored in this work. Unfortunately, none of them yielded promising results in our preliminary simulations and were discarded in further stages of the system development. Anyway, they are briefly described in the following, including some arguments on why they were abandoned.

In order to provide new clues for singing voice detection efforts were devoted to develop descriptors that could capture vocal sound characteristics. An spectral feature that characterizes voice signals is the presence of formants, resonances of the vocal tract that correspond to peaks of the spectral envelope. Note however, that other musical instruments also exhibit formants, though they are not time-varying as in the human voice.

\(^1\)Pitch estimation in polyphonic music signals is tackled within this thesis work in Chapter 8.
With regards to pitch, vibrato is a very distinctive feature of singing voice compared to speech [19], being a periodic fluctuation of pitch at a frequency of 3 to 10 Hz. However, it is an expressive device that is used only in some singing styles and not present in all sung utterances, apart from the fact that many other musical instruments can produce it. Besides, singing voice is more than 90% voiced (where as speech is only approximately 60% voiced) [15], since to sing a melody line with lyrics it is usually necessary to stretch voiced sounds and shrink unvoiced sounds to match notes durations. For this reason, a high the degree of audio waveform periodicity was regarded as a possible indication of vocal sounds.

Apart from that, based on the observation that in an stereo recording the leading voice is generally located at the middle of the stereo image, panning (i.e. azimuthal position) information was considered as another clue for singing voice detection. Finally, trying to further exploit spectral information, relations between spectral bands were taken into account. To describe spectral energy distribution Band Energy Ratios coefficients (BERC) were considered, which were previously used in music classification [56] and auditory scene recognition [57]. Motivated by the idea that the amount of energy in a given frequency band could be correlated to the energy in other band, as it happens with formant locations for a given phoneme, Band Loudness Intercorrelations (BLI) were also computed.

By means of the same pitch estimation algorithm described in section 4.2.6, another feature called Voicing was derived, that indicates how periodic or voiced the signal in a frame is. It corresponds to the value of the minimum of the difference function used to estimate pitch [58], and proved to be a bit less noisy than the pitch estimation. To detect vibrato a simple algorithm was developed that takes a piece-wise stable pitch contour, computes the FFT of each stable fragment and looks for a prominent peak in the range of 3 to 10 Hz. Both features are based on a pitch estimation algorithm intended for monophonic sounds, therefore their usefulness was quite limited.

In order to build a formants-related descriptor the spectral envelope of an audio frame was estimated by means of a warped frequency LP analysis [16], which provides a better suited representation to resolve low frequency formants. The amplitude and frequency of the first 4 peaks of the envelope were used as acoustic features. The main drawback of this approach is that in complex sound mixtures voice formants are often obscured by the presence of other musical instruments thus resulting in meaningless features.

A description of the panning information of an audio mixture was achieved by considering the Panning coefficients proposed in [59]. An energy-weighted histogram of the stereo image is parametrized with a set of cepstral coefficients. The moderate performance obtained together with the constraint of stereo audio led us to disregard this feature.

Implementation of BER divides the signal into 24 bark bands and calculates the energy of each band. BER coefficients are obtained as the ratio of each band energy over the
global signal energy. Similarly, in BLI implementation the signal is divided into 24 bark bands and power on each band is obtained, followed by equal loudness weighting and intensity to loudness conversion. Considering an audio fragment composed of several frames, a vector of loudness coefficients is obtained for each bark band. Correlation coefficients for each pair of band loudness coefficient vectors are computed. BLI coefficients correspond to the correlation coefficients weighted by the contribution of the bands to the total loudness. A relatively high number of correlation coefficients is obtained (276 coefficients for 24 bark bands). Therefore, a feature selection based on Principal Components Analysis (PCA) was applied. Results provided by this reduced set were one of the best within the new tested features, though lower than the obtained for other classical and more simple descriptors such as MFCC or LFPC. In addition, no improvement on performance was obtained by combining BLI-PCA features with other kind of descriptors. For these reasons, the BLI features were not further considered.

4.3 Temporal integration

As stated previously, the audio signal is processed in overlapped short-term analysis windows, called frames, over which the signal can be considered stationary. Thus far, features are computed from frames so they describe the audio signal at each 10 ms. Many music information retrieval systems do not take into account the temporal properties of the signal over several frames \[60\]. Instead, they are based on the assumption that the features values in different frames are statistically independent and perform classification of individual frames ignoring the evolution of characteristics over time. This approach has been called \textit{bag of frames}, in analogy of the \textit{bag of words} applied in text data that considers distribution of words without preserving their organization in phrases \[61\]. Although being a rather predominant paradigm, it is known to be suboptimal and the existence of a \textit{glass ceiling} of this approach in particular applications has been pointed out \[10\]. Therefore, some researchers have explored different alternatives to take advantage of the information carried by the temporal evolution of features. This is commonly referred as \textit{temporal integration}, which can be defined as the process of combining several different feature observations in order to make a classification \[60\].

Two kinds of temporal integration of features have been identified in current research, namely \textit{early} and \textit{lately} integration \[60\]. The former is the process of combining all the short-time feature vectors into a single new feature vector that characterizes the signal at a higher time scale. Typically this is done by computing first statistical moments (i.e. mean, variance, skewness) of the features over a sequence of frames, called segment or fragment. In addition, derivatives of frame level features are used to capture information about temporal evolution. Other strategies include the approximation of temporal dynamics of features by means of autoregressive models \[62\], or vector quantization \[63\].
The later type of integration implies considering temporal information in the classification scheme. This can be done by combining successive classifier decisions, typically at a short-time scale, and smoothing them (e.g. by ARMA filtering [36]) or computing the product of the posterior probabilities of each class [27] to derive a classification at a longer time scale. There are also some approaches that handle the temporal integration directly by means of the classification scheme, such as in Hidden Markov Models [64].

In this work we follow an early integration approach and explore some simple lately integration strategies based on posterior probabilities provided by the classifier.\(^2\) To take into account descriptors information over several consecutive frames, an audio segment of fixed length is considered, and the first statistical moments are computed: mean, median, standard deviation, skewness and kurtosis. Different segment lengths are tested, namely 0.5, 1 and 3 seconds, in order to establish the optimal temporal horizon for this early integration. Tests conducted on different classifiers and sets of features which are reported in our preliminary study [45] indicate that 1 second length is the most appropriate from the ones considered and was adopted henceforth. We also explored other ways of setting the segment length based on homogeneous spectral characteristics and on a grid derived from rhythm structure, but without obtaining a relevant performance increase.

![Figure 4.5: Schematic diagram of early temporal integration of features.](image)

Additionally, in order to capture temporal information, deltas (i.e. derivatives) and double deltas are computed for each descriptor coefficient and the same statistical measures are calculated. The computation involves a simple approximation to a linear slope using an odd length window as follows [12, 46], where \(M\) is set to 2 for a five points window,

\[
\Delta c[n] = \frac{\sum_{m=-M}^{M} m c[n + m]}{\sum_{m=-M}^{M} m^2}.
\]  

(4.1)

Double deltas are computed likewise, substituting \(c[n]\) by \(\Delta c[n]\) in the above equation.

\(^2\)The lately temporal integration strategies are described in Chapter 6 section 6.4 and in [45].
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Feature extraction and selection

5.1 Introduction

Building a classification system based on an extensive set of features is generally not the most appropriate approach. Some of these features may be redundant or irrelevant, or even may be not consistent with the problem. This can mislead the machine learning algorithm and is not efficient from a computational point of view. Additionally, if the number of features is very large it may become difficult to interpret the derived classification model. This is why a detailed analysis of the available features, involving selection and transformation, is an important part in the design of a classification system.

As part of this thesis work, a preliminary study was conducted on the usefulness of different kinds of features previously used in the singing voice detection problem and reported in [45]. This chapter does not reproduces that article, but deepens and extends the techniques applied for comparison, selection and combination of features. All the following experiments are done using the [TRAIN1] database (see appendix B).

5.1.1 Feature extraction and selection

In order to tackle a classification problem it may be useful to transform the original features into new ones in order to better reveal the structure of the distribution of patterns and provide the classifier with more separable classes. Applying this type of transformation is called feature extraction and often leads to an improvement of
classification performance. In turn, using a feature extraction scheme (such as Principal Components Analysis, PCA) can also be useful to estimate the discriminating power of each of the new descriptors to facilitate the selection of features.

Feature selection aims to eliminate those useless descriptors and provide a better subset to be used for learning. There are several approaches to do this, that can be categorized in the following way [12, 42]. First of all, many learning algorithms, such as decision trees, are devised in order to determine which attributes are most appropriate to discriminate among classes. This approach, in which feature selection is part of the classification algorithm is called embedding. Another approach, called filtering, involves filtering the feature set based solely on assessments on the characteristics of the data available for learning. Therefore, the obtained group of descriptors is independent of the classification algorithm ultimately used to tackle the classification problem at hand. However, it is also possible to evaluate a subset of features by the performance obtained for the same classification scheme to be used afterwards. This approach, called wrapping is the most appropriate in theory but involves a high computational cost, since each performance estimation involves training the classifier and processing test data.

Regardless of which of the above mentioned feature selection approaches is applied, the evaluation of features can be done individually or in subsets [42]. In the first case the goal is to establish the discriminating power of each feature on its own. The subset of features used for classification is constructed by ranking the whole set according to their discriminating ability and selecting the first ones. This methodology is computationally efficient but has the drawback that the selected set may be redundant. In order to prevent the selected features to be correlated, it is important to evaluate them together. To do that, the attribute space is traversed by building different subsets and an assessment of each subset is performed (either by filtering or wrapping) to select the most appropriate. The number of possible subsets grows exponentially with the number of features so an exhaustive search may be too costly or impractical. For this reason non-exhaustive searching algorithms are applied that aim to achieve a feature set as closer to the optimum as possible.

### 5.1.2 Searching the feature space to build subsets

One of the simplest ways to search the feature space to build subsets is called forward selection. It starts with the empty set and the features are added one by one. Every feature that is not in the subset yet it is tentatively added and the resulting subset is evaluated. Then, only the feature that yields the best result is effectively included in the subset and the process is repeated. The search ends when none of the characteristics considered is able to overcome the result of the subset of the previous step. This guarantees to find a local optimal set, but not necessarily global. The search can also be done in reverse, i.e. to start with the full feature set and to remove them one by one, what is
called **backward elimination**. In both cases it is common to introduce some additional conditions to favor the selection of small sets, such as a certain amount of performance increase. Backward elimination generally produces larger sets and obtains better performance than forward selection [42]. This is because the performance measures are only estimates and if one of them is overly optimistic it may stop the selection process early, with an insufficient number of features in the case of forward selection and too many features in the case of backward elimination. The incremental selection however is less computationally expensive and may be more appropriate to better understand the classification model at the expense of a small performance reduction.

The **Best First** algorithm is a slightly more sophisticated and effective variant of this type of selection. The search does not end when the performance assessment no longer increases, but it keeps an ordered record of previously evaluated subsets so as to revisit them when a certain number of consecutive expansions does not provide a performance improvement. The search continues from those better ranked previously considered subsets, so it is less prone to get stuck in a local optimal subset. It can operate in forward or backward mode and considers all possible subsets if not restricted in any way, for example by limiting the number of not-improving subsets to be expanded.

### 5.1.3 Acoustic feature sets considered

Based on the results of our preliminary study [45], two of the originally implemented features where not taken into account, namely Harmonic Coefficient (HC) and Pitch. The study confirms that HC is not able to discriminate singing voice sounds from other harmonic musical instruments so it proved to be of little help, even when combined with other kind of features. The poor performance obtained with the Pitch descriptors, due to the utilization of a monophonic fundamental frequency estimation, also led to the decision of discarding them for the classification task. In addition, based on the reported results (see section 4.3) the audio fragment length, comprising several signal frames, is set to 1 second. All the remaining kinds of descriptors described in Chapter 4 were considered for selection and combination. The total number of features for each category is presented in Table 5.1. This includes the statistical measures within the audio fragment (mean, median, standard deviation, skewness and kurtosis). For the spectral power distribution features, i.e. MFCC, PLPC, and LFPC, first and second order derivatives are also considered (equation 4.1).

<table>
<thead>
<tr>
<th></th>
<th>MFCC</th>
<th>LFPC</th>
<th>SPEC</th>
<th>PLPC</th>
<th>BERCE</th>
</tr>
</thead>
<tbody>
<tr>
<td># features</td>
<td>195</td>
<td>180</td>
<td>45</td>
<td>195</td>
<td>120</td>
</tr>
</tbody>
</table>

**Table 5.1:** Number of features for each category of descriptors.
In the following sections, the feature selection and extraction techniques applied to the problem are described. All simulations were performed using the Weka\textsuperscript{1} software \cite{weka}.

\section*{5.2 Individual feature selection}

Two different individual feature selection methods were applied, namely information gain and principal components analysis. The former makes use of the same feature selection principle typically embedded in classification trees. The latter involves a linear transformation for feature extraction. In both cases the selected subset is built considering the best ranked features. The next two sections give a brief description of each of them and present the results obtained.

Performance is estimated following a wrapping approach, as the 10-fold cross validation (CV) classification rate on the training data for a Support Vector Machine (SVM)\textsuperscript{2}. This classifier is selected for performance estimation since it yields one of the best results in the study of classification methods presented in Chapter 6.

\subsection*{5.2.1 Information gain}

Imagine we are given a training set of patterns for a two-class problem (A and B), and one of the available features is a binary one (0 and 1). For the feature to be helpful in the classification, the two partitions in which the classifier divides the training set should be as pure as possible regarding class labels. A measure of purity commonly used for this purpose, called information, has its roots in information theory. The information associated with the feature represents the expected amount of information that would be needed to specify whether a new instance should be classified as belonging to class A or B, given that the feature value is known. It is computed as the entropy, denoted $H$, of the resulting partitions and it is measured in bits.

Consider that the total number of training patterns is $m$ and that they are divided into partitions of $m_1$ and $m_2$ elements according to the value of the binary feature, such that $m = m_1 + m_2$. Let $a_0$ and $b_0$ be the number of the $m$ patterns of each class in the original set. Assume that they are distributed to each new partition as $m_1 = a_1 + b_1$ and $m_2 = a_2 + b_2$. The information provided by the binary feature can be computed as,

\[
H([a_1, b_1], [a_2, b_2]) = \frac{m_1}{m} H([a_1, b_1]) + \frac{m_2}{m} H([a_2, b_2])
\]

\textsuperscript{1}http://www.cs.waikato.ac.nz/ml/weka/

\textsuperscript{2}Trained using the Sequential Minimal Optimization method (SMO). See \cite{weka}.
where \( H([a_i, b_i]) = -\frac{a_i}{m_i} \log\left(\frac{a_i}{m_i}\right) - \frac{b_i}{m_i} \log\left(\frac{b_i}{m_i}\right) \). Thus, **information gain** is obtained by comparing this value to the entropy of the original set,

\[
\Delta H = H([a, b]) - H([a_1, b_1], [a_2, b_2])
\]

where \( H([a, b]) = -\frac{a_0}{m_0} \log\left(\frac{a_0}{m_0}\right) - \frac{b_0}{m_0} \log\left(\frac{b_0}{m_0}\right) \).

This technique must be extended to deal with a numeric attribute, instead of a binary one. The same criterion used during the formation of decision trees can be applied for this purpose, that is, recursively splitting the training set based on the attribute’s values [65]. Finally, the usefulness of the attribute is assessed as the purity of the resulting partitions. A stopping criterion must be defined for the recursive splitting, since there is no point in further dividing partitions that are pure enough. This can be done by means of the **Minimum Description Length** (MDL), which aims at minimizing the amount of information needed to specify the class labels of the data given the splits, plus the information required to encode each splitting point.

![Performance of an SVM using 10-fold CV on the training data for different number of features](image)

**Figure 5.1:** Percentage of correctly classified instances for a SVM classifier using 10-fold CV on the training set, while varying the number of features retained from the information gain ranking.

Results obtained for the different feature categories using the information gain selection technique are presented in Figure 5.1. Performance of the subset tends to improve as the number of features is increased. However, for some categories it is possible to reduce the number of features while maintaining or even increasing performance.

### 5.2.2 Principal components analysis

In principal component analysis (PCA) a new coordinate system is built to maximize the variance of the data in the direction of the new axes. The goal is to represent data in a way that best describes the variation in a sum-squared error sense. The first axis is
selected in the direction of the maximum variance of the data. The following is located so it is perpendicular to the former and such that maximizes the data variance along the selected direction. This process is repeated, in each step the new axis is perpendicular to the former and maximizes the variance of the data in the axis direction.

The implementation is straightforward. The data covariance matrix is computed and its eigenvectors are obtained. These vectors indicate the directions of maximum variance and are therefore the coordinates of the new space. The eigenvalue related to each vector indicates the variance along that axis. The new coordinates can be sorted according to the percentage of the total variance they concentrate. Often, most of the variance is described by a reduced set of the new coordinates, suggesting a lower dimension subspace for the data. The selection of features involves keeping only those coordinates that account for most of the variance of the data and discarding the rest. In this way, useless features are likely to be ignored. The approach is unsupervised, which means that class labels are not considered for the analysis. For this reason, although the transformation is beneficial for filtering useless features, it does not guarantee the new coordinates to be helpful for discriminating among classes.\(^3\)

The extraction and feature selection using principal component analysis was studied for the different categories of descriptors. Figure 5.2 shows the classification performance of an SVM using the different sets of features, while varying the percentage of cumulative variance used for selection. It also depicts the resulting number of features in each set.

It can be noticed that in order to keep the 95% of the variance, a small percentage of the total number of features is required (BER 34%, PLPC 45%, SPEC 47%, LFPC 48% and MFCC 65%). This suggest that an important part of the original features could be discarded. Considering this reduced set, performance only decreases for the LFPC and PLPC categories, 4.4 % and 2.3 % respectively. As the cumulative variance is reduced performance tends to be lower, although this behavior is not strictly monotone and presents some exceptions such as the MFCC case.

5.3 Selection of subsets of features

5.3.1 Correlation-based subset selection

To avoid redundant features in the selected subset, the correlation-based approach looks for a group of features in which its elements exhibit strong correlation with the class label, but also have low intercorrelation among them \([66]\). To do that, the information

\(^3\)Linear Discriminant Analysis (LDA) is a supervised technique also based on eigenvectors that seeks a new coordinate system in which classes are better separable.
Gain or mutual information between two features $X$ and $Y$ is defined as

$$\Delta H(Y, X) = H(Y) - H(Y|X) = H(X) + H(Y) - H(X, Y).$$

From the above equation it can be noticed that mutual information is symmetrical. To compute entropy it is necessary to discretize features that take continuous values, for which a procedure similar to that described in section 5.2.1 is applied. That is, using the information gain principle for splitting the data and MDL as stopping criterion [65]. Given the above definition, mutual information has a bias towards features which take more values. To compensate for that, the symmetric uncertainty coefficient is defined as the normalized information gain,

$$U(X, Y) = 2 \frac{\Delta H(X, Y)}{H(X) + H(Y)} = 2 \frac{H(X) + H(Y) - H(X, Y)}{H(X) + H(Y)}.$$

The evaluation of a subset of features $S$ is carried by the following heuristic measure,

$$M_S = \frac{\sum_j U(X_j, C)}{\sqrt{\sum_j \sum_i U(X_j, X_i)}} \quad \forall i, j \in S.$$

The numerator is the average correlation between the subset elements and the class label $C$, indicating the ability to predict the class through these features. On the other
hand, the denominator is the average intercorrelation between features of the subset, which can be regarded as a measure of redundancy. Thus, sets with features strongly correlated with the class label and poorly correlated with each other are preferred.

Correlation based feature selection was applied to the problem, using the Best First algorithm for searching the feature space in forward selection and backward elimination mode. The results for the different categories of descriptors are presented in Table 5.2. It can be noticed that for most categories forward selection and backward elimination yield very similar results, indicating that there is no justification for the additional computational burden of backward elimination. Anyway for LFPC the difference is noticeable in favour of backward elimination. It is also noted that the selection of MFFC features produces a slightly greater subset for backward elimination than for forward selection, which agrees with the differences mentioned in section 5.1.2.

<table>
<thead>
<tr>
<th></th>
<th>MFCC</th>
<th>LFPC</th>
<th>SPEC</th>
<th>PLPC</th>
<th>BERC</th>
</tr>
</thead>
<tbody>
<tr>
<td>forward</td>
<td>195</td>
<td>40</td>
<td>180</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>% correct</td>
<td>81.6</td>
<td>83.4</td>
<td>78.9</td>
<td>73.9</td>
<td></td>
</tr>
<tr>
<td># features</td>
<td>195</td>
<td>40</td>
<td>180</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>% correct</td>
<td>81.6</td>
<td>83.4</td>
<td>78.9</td>
<td>73.9</td>
<td></td>
</tr>
<tr>
<td>backward</td>
<td>195</td>
<td>42</td>
<td>180</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>% correct</td>
<td>81.6</td>
<td>83.5</td>
<td>78.9</td>
<td>75.2</td>
<td></td>
</tr>
<tr>
<td># features</td>
<td>195</td>
<td>42</td>
<td>180</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>% correct</td>
<td>81.6</td>
<td>83.5</td>
<td>78.9</td>
<td>75.2</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Correlation based feature selection results using the Best First algorithm for searching the attribute space in forward selection and backward elimination configurations. Percentage of correctly classified instances for an SVM using 10-fold CV on the training data is reported for the original and the reduced set of features, as well as the number of features in each case.

### 5.3.2 Wrapping selection

The wrapping feature selection approach was applied by means of an SVM classifier using 10-fold CV on the training set to evaluate the subsets of features, and the Best First algorithm using forward selection to explore the feature space. The results are summarized in Table 5.3. The number of features and the percentage of correctly classified instances for the original and the reduced sets are reported. For most categories this selection allows for the least number of features while maintaining a very good performance, close to the maximum achieved by other approaches.

<table>
<thead>
<tr>
<th></th>
<th>MFCC</th>
<th>LFPC</th>
<th>SPEC</th>
<th>PLPC</th>
<th>BERC</th>
</tr>
</thead>
<tbody>
<tr>
<td># features</td>
<td>195</td>
<td>11</td>
<td>180</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>% correct</td>
<td>81.6</td>
<td>82.9</td>
<td>78.9</td>
<td>79.3</td>
<td></td>
</tr>
<tr>
<td># features</td>
<td>195</td>
<td>11</td>
<td>180</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>% correct</td>
<td>81.6</td>
<td>82.9</td>
<td>78.9</td>
<td>79.3</td>
<td></td>
</tr>
<tr>
<td># features</td>
<td>195</td>
<td>11</td>
<td>180</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>% correct</td>
<td>81.6</td>
<td>82.9</td>
<td>78.9</td>
<td>79.3</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: Results for the wrapping feature selection approach. Performance is assessed using 10-fold CV on the training set for an SVM classifier. The Best First algorithm is used to search the feature space. The results reported include performance and number of features for the original and reduced data sets.
5.3.3 Selection of homogeneous groups of features

Another selection procedure was carried out motivated by practical considerations concerning the inclusion of the selected features in the final system. As stated previously, the original feature sets include means, medians, standard deviations, skewness and kurtosis of the estimated coefficients and their derivatives. However, it would be interesting to relieve the system of computing whole groups of descriptors (for example, all second order derivatives) if their contribution is not very relevant. However, this is not generally ensured when applying automatic selection techniques.

For this reason, a procedure similar to backward elimination is applied, that is, starting with the full set and deleting a whole group of attributes one at a time, trying to leave out as much as possible without reducing classification performance significantly. Since the number of groups within each category is small an exhaustive search of combinations is feasible.

Results obtained by this approach are depicted in table 5.4. The MFCC set contains only the medians and standard deviations and includes the $\Delta$ coefficients (equation 4.1). The LFPC set also contains only medians and standard deviations, but includes $\Delta$ and $\Delta\Delta$ coefficients. The SPEC set comprises: mean and median of the Centroid, mean, median and standard deviation of the Roll-off, mean and kurtosis of the Skewness, mean and median of the Kurtosis, and mean, median and standard deviation of the Flatness. The PLPC set contains median and skweness and includes $\Delta$ coefficients. Finally, the BERC set comprises only standard deviations.

<table>
<thead>
<tr>
<th></th>
<th>MFCC</th>
<th>LFPC</th>
<th>SPEC</th>
<th>PLPC</th>
<th>BERC</th>
</tr>
</thead>
<tbody>
<tr>
<td># features</td>
<td>195</td>
<td>52</td>
<td>180</td>
<td>72</td>
<td>45</td>
</tr>
<tr>
<td>% correct</td>
<td>81.6</td>
<td>85.0</td>
<td>78.9</td>
<td>79.3</td>
<td>75.6</td>
</tr>
</tbody>
</table>

Table 5.4: Results of the selection based on backward elimination of whole homogeneous groups of features. The number of features as well as 10-fold CV performance on the training data for an SVM are reported for the original and reduced sets.

As a result of this selection it is likely that some features are redundant or even irrelevant. For this reason, it is interesting to apply one of the automatic selection methods presented above as the next step. To do that, the wrapping approach is chosen since it yields the best overall selection in the previous experiments. Table 5.5 presents the results of applying the wrapping approach to the reduced sets, using 10-fold CV on the training set for an SVM classifier and the Best First search (forward and backward). It can be noticed that it is possible to further reducing the number of features while maintaining or even slightly improving performance.
5.4 Feature selection results

Comparing all feature selection techniques it can be seen that the wrapping approach was one of the most effective (see section 5.3.2). In addition, the best results were obtained by removing homogeneous subgroups of features and then applying the wrapping selection approach (see section 5.3.3). This indicates that reducing the number of features improves the performance of the automatic selection algorithm. When the number of descriptors is not sufficiently small compared to the number of training patterns, it is more likely that spurious relationships that tend to mislead the selection algorithm arise.

For MFCC, SPEC, PLPC and BERC categories of Table 5.5, the sets obtained by backward elimination seem more appropriate given the limited number of features and the performance results. For the LFPC features, however, it is not clear whether the best set is the one obtained by forward selection, which involves very few features, or by backward elimination, which yields better performance (see Table 5.5), or even if it is more convenient to use the whole set obtained by the wrapping approach (see Table 5.3). The disadvantage of the latter is that it is very heterogeneous, which makes it less practical from an implementation point of view.

An alternative for better comparing the feature sets is to use a statistical test, as mentioned in Chapter 3 section 3.2. To do this, 10-fold stratified CV is repeated 10 times, thus obtaining 100 performance estimates for each set of features. Since the estimates are not independent a corrected resampled t-test is used [43]. The results of the comparison indicate that there is no statistical evidence to conclude that the smaller set is significantly worse than the others (using a significance level of 95%). Based on this result the smallest LFPC set is selected for the study on combination of descriptors presented in section 5.5.

Finally it is interesting to compare the performance of all the categories using the same statistical test, to try to determine if any of them is significantly better than the others. Figure 5.3 and Table 5.6 show the results of corrected resampled t-test for 10 repetitions of 10-fold CV to compare all categories of descriptors. With a significance level of 95%
the test indicates that there is significant statistical evidence to consider the MFCC set above all others.

![ROC curve for class VOCAL](image1)

**Figure 5.3:** Comparison of feature sets by means of ROC curves and Box plots of the Area Under Curve (AUC). Data is obtained by 10 repetitions of 10 fold-CV, i.e. there are 100 estimations for each feature set.

<table>
<thead>
<tr>
<th># features</th>
<th>MFCC</th>
<th>LFPC</th>
<th>SPEC</th>
<th>PLPC</th>
<th>BERC</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean % correctly classified</td>
<td>84.6</td>
<td>77.4</td>
<td>77.0</td>
<td>72.9</td>
<td>69.7</td>
</tr>
<tr>
<td>standard deviation</td>
<td>3.32</td>
<td>3.43</td>
<td>3.77</td>
<td>3.99</td>
<td>4.16</td>
</tr>
</tbody>
</table>

**Table 5.6:** Comparison of feature sets by means of a corrected resampled t-test for 10 repetitions of a 10-fold CV. For a significance level of 95% the MFCC set is superior to the rest.

An interesting effect of the selection is that with a reduced set of features it becomes much easier to try to visualize the distribution of patterns in the feature space and to intuitively establish how separable the classes are. Individual assessment of features using information gain was applied to determine the most discriminative MFCC descriptors. Then graphical representations of the distribution of training patterns were built. Figure 5.4 shows one of these representations for three of the most discriminative MFCC features. While it is possible to identify regions where one class is predominant there is clearly a significant overlap. In the study of classifiers reported in Chapter 6 some results of classification using only these features suggest performance figures of about 75%.
5.5 Combination of feature sets

Combining different categories of descriptors (MFCC, LFPC, etc.) can in theory improve the performance of a classification algorithm because it takes into account different sources of information. As a prelude to the combination a study was conducted to identify redundancy and potential complementarity between different categories of descriptors, comparing the training patterns that are misclassified in each case. For each category an SVM classifier was built, the training patterns were classified and errors were recorded. Then we determined how many of the misclassified patterns are correctly classified by using another set of features. Table 5.7 shows the number of errors in common and not in common among different feature categories. This analysis indicates that the combination of characteristics can be helpful.

This information was also used to identify outliers in the training database. It was determined that there are 13 training patterns out of 1000 that are incorrectly classified by using any of the feature sets, i.e. errors in common to all categories. Audio fragments were aurally inspected and although some special cases were identified (e.g. low prominent voices and interfering sounds such as loud drums), it was considered that none of these cases was a true outlier, so they were not removed from the database.

New feature sets were built with combination of the available categories trying to exploit their potential benefits. Performance was estimated as percentage of correctly classified
Table 5.7: Comparison of the number of errors in common and not in common (common / not-in-common) between the different feature categories on the training database [TRAIN1] which contains 1000 patterns. For instance, using the MFCC features yields 148 errors, but 75 of these patterns are correctly classified by the LFPC set (the remaining 73 are errors in common to both categories).

instances for an SVM using 10-fold CV on the training data set. Only a very few of these sets performed better than the MFCC features alone, and by a reduced margin. Table 5.8 shows the percentage of correctly classified instances and the number of features for the combinations that outperform the MFCC set.

Table 5.8: Results for the combinations of features that outperform the MFCC set alone. Performance estimation is obtained as the percentage of correctly classified instances for an SVM using 10-fold CV.

In order to determine whether these differences are significant, 10-fold CV was repeated 10 times and a corrected resampled t-test was applied, only for the three best performing
combinations and the MFCC set. In Table 5.9, the mean value of the correctly classified percentage, the standard deviation and the number of features is presented for each set. For a significance level of 95% the test indicates there is no statistical evidence to consider one set significantly better than the others. Additionally, it is reasonable to assume that a smaller number of features favours generalisation, so the MFCC set is the one selected for the study of classifiers presented in Chapter 6.

5.6 Discussion

The process of designing the classification system included the study of feature selection and extraction techniques, for the features reported to be used in the problem. Descriptors were evaluated individually and in subgroups. Individual assessment of features provided information to identify the most discriminative ones. But these sets were not the most suitable because they may contain redundant features and could overlook fruitful feature combinations. The wrapping feature selection approach proved to be the most appropriate. In this case the assessment of a subset of features is done based on the performance of the classifier to be used in the final system. Unfortunately this approach is computationally demanding since the estimation of performance involves training and evaluating a classifier at each iteration of the cross validation.

Additionally, a method was introduced that seeks to reduce the number of features by discarding entire groups of descriptors if their contribution is not so relevant. This selection scheme produced very good results in terms of performance and number of features. Besides, a wrapping selection algorithm was applied to the reduced sets obtained by this method. Reducing the number of features compared to the number of training patterns provides a more reliable automatic feature selection which can achieve better performance. The results obtained seem to confirm this hypothesis, since performance was slightly increased for smaller feature sets (see Table 5.5).

Combination of features did not yield very encouraging results. Although the estimated performance slightly increased, there is no evidence to consider combined sets better than the MFCC category alone. This is probably because all categories of descriptors are derived from different kinds of spectral information. Combining truly different sources of information would likely be important to be able to increase performance. It would also be important to carefully study what type of information are the MFCC features capturing.
6.1 Classifiers

Different machine learning techniques exploit different aspects of the training data. For this reason, a technique can be very appropriate for a given problem and fail in face of another. For the purpose of designing a classifier for the problem at hand, various automatic classification algorithms were studied, their parameters were adjusted and their performance was compared. In this chapter the studied techniques and the obtained results are presented. All simulations were performed using the Weka\textsuperscript{1} software [42] and the [TRAIN1] training database (see appendix B).

6.1.1 Decision trees

Decision trees are based on a tree structure where each node represents a decision on some attribute and each leaf corresponds to a class. Given a certain pattern to be classified, the tree structure is followed according to the decisions on each node until a leaf is reached. To construct a decision tree a feature is selected to be placed at the root and a decision associated with this feature is formulated. Then the process repeats recursively for each of the branches that arise. The principles used for the selection of features and to determine the associated decisions were discussed in Chapter 5, section 5.2.1. The idea is that each branch divides the training patterns that reach a node into

\begin{itemize}
\item \url{http://www.cs.waikato.ac.nz/ml/weka/}
\end{itemize}
sets as pure as possible in terms of the class to which they belong. This can be evaluated considering the information gain associated with each decision.

Figure 6.1 shows a decision tree for the problem of singing voice detection built with only 3 of the most discriminative MFCC features. Each node has an associated threshold on a feature and each leaf of the tree corresponds to a class. The number of training patterns of each class that reach a leaf is specified. The class label assigned to a leaf can be set based on the majority. An advantage of this classification scheme is that the obtained model can be easily understood and provides clues to the most discriminative features and values that distinguish between different classes. A restriction of this kind of trees, based on a binary decision over a single feature, is that class boundaries derived from a decision are necessarily parallel to the axes of the feature space.

![Decision Tree](image)

**Figure 6.1:** Decision tree obtained using only the three most discriminative MFCC features. Class label for each leaf as well as the number of training patterns from each class involved are depicted. It is easy to verify that the classification rate on the training set is 78.9% (211 errors out of 1000 patterns). However, performance estimation using 10-fold CV on the training set is 73.1%.

Decision trees that are constructed in this way are usually overfitted to the training data, so pruning techniques are used to favor generalization. An alternative to perform the pruning is to build the entire tree and then remove some of the branches, which is known as **postpruning** or **backward pruning**. Another alternative is to try to decide during the construction process when to stop the generation of branches, which is called **prepruning**. The latter strategy is attractive from a computational point of view. However, most tree learning algorithms adopt the backward pruning, as it is very difficult to predict whether two attributes that individually do not have great discriminative capacity, work very well when combined.

An implementation of the popular C4.5 algorithm was adopted for the experiments. In this algorithm two postpruning methods are utilized, namely **subtree replacement**
and subtree raising. The former replaces a subtree by a single leaf, while in the latter a subtree is replaced by a subtree of a lower level. After comparing error estimates for a subtree and its replacement, it could decided whether it is appropriate or not to do the pruning. Ideally, the error estimation should be done with an independent data set that has not been used for training. To hold out a portion of the data for this testing has the drawback that the obtained tree is trained using fewer data than available. On the other hand, using the training data to do this would lead to no pruning at all.

The C4.5 algorithm uses a heuristic based on the training data to estimate the error rate. The idea is to consider that each node is replaced by the class of the majority of the \( N \) patterns that reach the node and to count the number of errors \( E \). Assuming that these patterns are generated by a Bernoulli process of parameter \( p \) and \( q \) (the probability of each class), \( f = E/N \) is the observed error rate while \( q \) corresponds to the real error rate (probability of the minority class in the node). Given a certain confidence level, the empirical error rate can be used to estimate a confidence interval for the real error rate. Since the empirical error rate is obtained from the training data, the upper limit of the confidence interval is considered as a pessimistic estimate of the real error rate. Therefore, for a given confidence level \( c \) the error estimation \( e \) is obtained as [42]

\[
P \left[ \frac{E/N - q}{\sqrt{q(1-q)/N}} > z \right] = c, \quad e = f + \frac{z^2}{2N} + z\sqrt{\frac{f/N + q^2/N}{2N}} + \frac{z^2}{4N^2} + \frac{z^2}{4N^2}.
\]

The performance of the C4.5 algorithm was studied by varying its parameters, for the MFCC feature set. One of the parameters is the confidence level \( c \) used in pruning. The starting value recommended by the authors is \( c = 25\% \), but it is interesting to reduce it to produce a more drastic pruning and check if it increases generalization ability. The other important parameter is the minimum number \( m \) of training patterns in each branch for a node not being removed. The default value is \( m = 2 \), but it should be increased if the data is noisy [42].

An exhaustive grid search was conducted for different values of both parameters, using as performance indicator the classification rate estimated by 10-fold cross validation. For the confidence level \( c \), the search range was set from 1% to 50% with a step of 1%, while the value of \( m \) is varied between 1 and 5. Table 6.1 shows the results for three different configurations corresponding to no-pruning, default parameters and best achieved values. Differences in performance are of little significance, since they correspond for instance to a variation of 5 patterns out of 1000 when comparing no-pruning with the best configuration.
<table>
<thead>
<tr>
<th>% classification rate</th>
<th>no pruning</th>
<th>( c = 0.25, m = 2 )</th>
<th>( c = 0.17, m = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>75.4</td>
<td>75.6</td>
<td>75.9</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Comparative performance indicators for different configurations of the C4.5 algorithm using the MFCC feature set.

### 6.1.2 K-nearest neighbour (k-NN)

In the method known as **nearest neighbour rule**, each new pattern is compared to the available training patterns using a distance metric and it is assigned the closest pattern class. This simple rule tends to work relatively well and can easily represent arbitrary nonlinear decision boundaries (unlike the decision trees). No explicit model is derived from the training data but the data itself. However, there are several practical problems in this approach. One of them is that the nearest neighbour search is slow for large datasets, unless an efficient data structure is used (such as kD-tree \([42]\)). Another drawback is that noisy or unreliable training patterns produce noticeable performance decrease, since they lead to systematic errors. A common way to tackle this problem is to consider the \( k \) nearest neighbours and assign the majority class. Intuitively, the noisier the training patterns the greater should be the value of \( k \). To determine it cross-validation is usually applied, which is computationally expensive but effective.

The distance metric can incorporate knowledge about the problem, i.e. to establish what it means to be near or far in terms of available features. It is not always easy to draw such a distance and, in their absence, the Euclidean distance is often used, or other distances that involve powers other than two (e.g. Manhattan). Higher powers increase the influence of large distances over small ones. One problem with this approach is that all features have the same influence on the distance calculation. However, in most problems some characteristics are more important than others and there are even irrelevant characteristics. This results in a classification approach very sensitive to noisy features. One may however modify the distance calculation by adding weights to each characteristic as a way of regulating its contribution. The idea is that these weights can be learned from the training data. Consider two patterns \( x \) and \( y \), in an \( n \)-dimensional space of features. In the case of the Euclidean distance, weights \( w_1, w_2, \ldots, w_n \) are introduced in each dimension,

\[
d_w = \sqrt{w_1(x_1 - y_1)^2 + w_2(x_2 - y_2)^2 + \cdots + w_n(x_n - y_n)^2}.
\]

To learn the weight values, an update rule can be applied for each training pattern that is classified. If the distance between the pattern to be classified and the nearest neighbour is considered, the difference \( d = |x_i - y_i| \) is a measure of the contribution of each individual attribute to the decision. If this difference is small, its contribution is positive, while if it is large the contribution is negative. The update rule can then be based on this difference and whether the classification is correct or not. If the classification is correct weights
increase, being decreased otherwise. The magnitude of the increase is determined from the difference of each feature, being higher if the difference is small and smaller if the difference is large. After updating the weights are usually normalized.

The technique of nearest neighbours using the Euclidean distance was applied for the MFCC feature set. Two different ways of learning weights are also considered. In one case, the magnitude of the increase is $1 - |x_i - y_i|$, and in the other case it is $1/|x_i - y_i|$. The optimal value for the number $k$ of nearest neighbours was obtained by cross validation. Figure 6.2 shows the classification rate estimated by 10 repetitions of 10-fold CV for different distances by varying $k$. It can be noted that the best performance is obtained for values of $k$ below 10 and that in these cases the use of distance weights is advantageous though marginal. The best performance estimate value obtained is 80.6% and corresponds to $k = 3$, for both updating methods.

It is interesting to note that when using a less refined feature set, the performance rate falls abruptly. For example, for the MFCC feature set of homogeneous groups (see section 5.3.3), performance rate is 76.8% and 76.1% for $k = 3$ and $k = 4$ respectively (no weighting). This shows how noisy features have an adverse effect on performance. Moreover, in the extreme cases where only 3 of the most discriminative MFCC features are used, performance is 70.4% and 70.7% for $k = 3$ and $k = 4$ respectively (no weighting).

6.1.3 Artificial neural networks

An artificial neural network (ANN) is constructed by interconnecting nonlinear processing units called neurons or perceptrons. The perceptron, which can be considered the simplest type of neural network, is a linear combination of entries followed by a nonlinear unit which produces the output. With this scheme the obtained decision boundaries are hyperplanes, thus allowing properly classifying linearly separable problems. However, there are many problems where a linear discriminant is not enough. Fortunately, simple algorithms are available that by combining several nonlinear units
in a hierarchical structure can learn nonlinear decision boundaries from the training data.

The multilayer perceptron (MLP) is a very popular type of neural network that consists of a layer of input nodes, one or more inner layers of perceptrons and an outer layer which generates the output. There is no feedback between layers so that this type of network is called feed-forward, i.e. the input is propagated in one direction to generate the output. Usually each element of a layer is connected with each of the elements of the next layer, but the network may be partially connected. Figure 6.3 shows the diagram of a multilayer perceptron built with only three of the most discriminative MFCC features. The number of input nodes is determined by the dimension of the feature space, while the number of nodes in the outer layer corresponds to the desired dimension for the output.\(^2\) Therefore, the design of a multilayer perceptron involves the determination of the number of hidden layers, the number of neurons in the hidden layers and the non-linear function to be used. The weights of the linear combination of inputs to each neuron are determined in the training process.

The number of layers and hidden neurons defines the network topology. It is important to note that in a network of this type, the output layer implements linear discriminants but on a space in which entries were mapped in a nonlinear fashion. The expressive power of the network is determined by the capacity of the hidden units to map the entries so that the classes are linearly separable for the output layer. An important theoretical result in this respect is the universal approximation theorem, which states that a multilayer perceptron with one hidden layer is sufficient to approximate any continuous function between the inputs and outputs [67, 68]. This ensures that there is a solution but does not indicate the number of internal neurons or whether a single hidden layer is optimal from a practical point of view. Therefore, the topology of the network is set heuristically, in some cases incorporating knowledge about the problem. While the process of optimizing the weights may be more manageable with two or more hidden layers [67], it has been found empirically that these networks are more likely to fall into a local minimum [68]. If the problem has no specific reasons to use multiple hidden layers, often a single hidden layer is used and the number of internal neurons is determined by maximizing an estimate of the classification rate [68].

The standard method for training is called backpropagation, which is based on the gradient descent technique and the algorithm is an extension of LMS. For each neuron \(i\) it is necessary to establish the coefficient \(w_{ij}\) for each entry \(j\) and an independent term \(b_i\). The total number of weights is given by the dimension of the observation space \(n_O\), the number of classes \(n_C\), the number of inner layers and the number of hidden neurons \(n_H\). In the case of a network of only one inner layer the number of weights \(N_w\) is,

\[
N_w = n_O \cdot n_H + n_C \cdot n_H + n_H + n_C.
\]

\(^2\)It is common to assign an output neuron for each class, although a problem of two classes could use a single output neuron and assign the ends of the range of output values to each class.
A multilayer perceptron with a single hidden layer was designed and trained by back-propagation. The first step was to set the optimal number of hidden neurons. To do this, we compared the performance of a fully trained network (number of epochs $n_e = 500$) by varying the number of internal neurons. A usual rule of thumb is to limit the number of weights to one tenth of the training patterns available, which provides a bound for the number of internal neurons. In this case the number of training patterns is 1000 so $N_w^o = 100$, the number of classes is $n_C = 2$ and the number of observations is $n_O = 19$ for the MFCC feature set. Therefore, the maximum number of hidden neurons would be $n_H^o = 4$. Taking this into account the number of hidden neurons was varied between 1 and 10. Figure 6.4 shows the performance rate estimated by 10 repetitions of 10-fold CV when varying the number of internal neurons. The best performance (83.6%) is obtained for a single hidden neuron. This may be somewhat unexpected given that the number of hidden neurons determines the capacity of the network to nonlinearly map the entries. However, by increasing the number of internal neurons it also increases the ability of the network to overfitting the training data and thus reducing performance due to lack of generalization. Interestingly, a corrected resampled t-test states that at $n_H = 5$ the network performance is significantly lower than for $n_H = 1$, which seems to be in accordance with the estimated number of maximum number of hidden neurons.

After selecting the network topology the performance of the multilayer perceptron was assessed when varying the number of epochs to try to determine the optimum value. Figure 6.5 shows the performance rate obtained by 10 repetitions of 10-fold CV when varying the number of epochs $n_e$ from 1 to 100, for a single internal neuron ($n_H = 1$). For comparison purposes results are also included for two and three internal neurons ($n_H = 2$ and $n_H = 3$). Maximum performance (83.6%) is achieved for the multilayer perceptron with only one internal neuron and a number of epochs $n_e = 60$. 

Figure 6.3: Multilayer perceptron built on only three of the most discriminative MFCC features. The number of input nodes is the number of features, and there is an output neuron for each class. The number of internal neurons and the number of hidden layers was set arbitrarily. In this network 26 coefficients have to be determined. The classification rate on the training set is 77.0% and using 10-fold CV is 76.4%. 

Performance of an MLP with a single hidden layer when varying the number of internal neurons $n_H$. These results correspond to a number of epochs of $n_e = 500$ (similar results are obtained for $n_e = 1000$).

It can be seen from these results that performance is reduced for the networks with two and three internal neurons when increasing the number of epochs, which indicates they are overfitting the training data. However, the network of a single neuron does not seem to suffer from this effect and performance does not drop significantly. This seems to indicate the features are not able to correctly separate the classes so overfitting has to be avoided by restricting the expressive power of the network to a minimum.

Performance of an MLP network with a single inner layer when varying the number of training epochs $n_e$ from 1 to 100 (first two values are omitted). Results are reported for networks with one, two and three hidden neurons ($n_H = 1, 2$ and $3$). Performance is estimated by 10 repetitions of 10-fold CV.

### 6.1.4 Support vector machines

The **support vector machine** (SVM), is one of the best known examples of the so-called **kernel methods**. The idea is to represent the patterns in a high dimensional space and to use therein the dot product as a distance measure. It is intended that a problem which is not linearly separable in the original feature space could become so in
the new space. The power of the approach is that the mapping can be devised such that
the dot product in the high dimension space could be calculated from simple operations
on the input patterns without performing the explicit mapping between both spaces
(known as the kernel trick). This allows non-linear formulations of any algorithm that
can be described in terms of dot products (e.g. kernel PCA).

A kernel can be considered as a function that given two patterns returns a real number
that characterizes their similarity \[69\]. This means that for \(x\) and \(x'\) belonging to the
set of patterns \(\mathcal{X}\), the kernel \(k\) is such that,

\[ k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}, \ (x, x') \rightarrow k(x, x'). \]

A usual type of similarity measure is the inner product, \(k(x, x') = \langle x, x' \rangle\). When the
inner product between two patterns is small it means that they are far away, whereas
if it is large patterns are similar. A general approach to define the similarity measure
is to carry out a mapping \(\Phi\) (typically non-linear) in order to represent the patterns in
a new space \(\mathcal{H}\) that supports an inner product, \(\Phi : \mathcal{X} \rightarrow \mathcal{H}, \ x \rightarrow x = \Phi(x)\). Thus, the
similarity measure can be defined through the inner product in \(\mathcal{H}\) as,

\[ k(x, x') = \langle x, x' \rangle = \langle \Phi(x), \Phi(x') \rangle. \]

The freedom in the choice of \(\Phi\) enables to find a more appropriate representation of
the patterns for a given problem and to define new measures of similarity and learning
algorithms. Furthermore, by carefully selecting \(\Phi\), the inner product in \(\mathcal{H}\) can be cal-
culated without the need for explicitly computing the mapping. For instance, consider
a mapping of a pattern \(x\) that comprises all possible products of its coordinates \([x]_i\), in
the form,

\[ \Phi : \mathcal{X} = \mathbb{R}^2 \rightarrow \mathcal{H} = \mathbb{R}^3, \ \Phi(x) = \Phi([x]_1, [x]_2) \rightarrow ([x]_1^2, [x]_2^2, \sqrt{2}[x]_1[x]_2). \]

Given such \(\Phi\), the inner product in \(\mathcal{H}\) is,

\[ k(x, x') = \langle \Phi(x), \Phi(x') \rangle = \langle [x]_1^2, [x']_1^2, \sqrt{2}[x]_1[x']_1, \sqrt{2}[x]_2[x']_2, [x]_2^2, [x']_2^2, \rangle = \langle x, x' \rangle^2. \]

In this way, to assess the similarity between \(x\) and \(x'\) in \(\mathcal{H}\) we are only interested in
the inner product and this can be calculated directly from the patterns in \(\mathcal{X}\) such as
\(k(x, x') = \langle x, x' \rangle^2\). To illustrate the usefulness of such mapping is worth noting that for
a two class not linearly separable problem in \(\mathbb{R}^2\), in which the decision boundary is an
ellipse, the mapping \(\Phi\) yields a distribution of patterns in \(\mathbb{R}^3\) that are linearly separable
by the plane obtained transforming the original boundary.

Selecting the appropriate kernel for a particular problem is the most important issue in
kernel methods. Among the most commonly used are the Polynomial kernels, which
are of the form \(k(x, x') = \langle x, x' \rangle^d\), as in the example above. This type of kernel can
take into account high-order statistics of the data (by considering the products between features) avoiding the explosion in computational time and memory of other machine learning methods such as polynomial classifiers [69]. Another type of widely used kernel is the Radial Basis Function (RBF), which can be expressed as $k(x, x') = f(d(x, x'))$, where $f$ is a function of some metric of distance $d$ between two patterns. The metric typically involves the inner product as $d(x, x') = |x - x'| = \sqrt{(x - x', x - x')}$. A very popular kernel of this type is the one in which the function $f$ is Gaussian, that is $k(x, x') = e^{-\gamma (x - x', x - x')^2}$.

The SVM classification is based on the idea of finding an hyperplane in $\mathcal{H}$ in order to build a decision function $f(x)$ that can distinguish between training patterns of the two distinct classes, of the form

$$\langle w, x \rangle + b = 0 \quad \text{with} \quad w \in \mathcal{H}, \quad b \in \mathbb{R}$$

$$f(x) = \text{sign}(\langle w, x \rangle + b).$$

Assuming a problem of two linearly separable classes, of all the hyperplanes that correctly divide the training patterns, there is only one optimal hyperplane that has a maximum margin of separation to any training pattern. This hyperplane can be found by maximising the distance to all the training patterns $x_i = \Phi(x_i)$, $x_i \in \mathcal{X}$,

$$\max_{w \in \mathcal{H}, \ b \in \mathbb{R}} \min \{\ |x_i - x| / x \in \mathcal{H}, \langle w, x \rangle + b = 0, \ i = 1, \ldots, m \}. $$

There are theoretical arguments that support the generalisation ability of this solution (see [69], section 7.2). For instance, if new test patterns are built from the training patterns by adding a certain amount of noise bounded by the margin, the classification of these new patterns will be correct. Besides, small disruptions in the hyperplane parameters ($w$ and $b$) do not change the classification of training patterns.

Additionally, the problem of finding the optimal hyperplane is attractive from a computational point of view, because it can be solved as a quadratic programming problem for which there are efficient algorithms. The vector $w$ is perpendicular to the hyperplane, and it can be seen geometrically that the margin is inversely proportional to the norm of $w$. The optimisation problem can be formulated as the minimization of the norm of $w$ subject to the restriction that the training patterns are correctly classified,

$$\begin{cases} \\
\min_{w \in \mathcal{H}, \ b \in \mathbb{R}} \tau(w) = \frac{1}{2} |w|^2 \\
y_i(\langle w, x_i \rangle + b) \geq 1 \quad \forall i = 1, \ldots, m 
\end{cases}$$

where $y_i$ is 1 for the patterns of one class and -1 for the patterns of the other class. When solving this optimisation problem it can be seen that only the training patterns that meet the constraint as an equality are involved in the solution. These patterns are called support vectors, given that they support the decision boundary. The remaining
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patterns can be discarded, which coincides with the intuitive idea that the hyperplane is completely determined only by the training patterns closest to it.

The SVM classification is illustrated in Figure 6.6 for a two class linear separable problem. The optimal hyperplane which satisfies the maximum margin is depicted. The margin is inversely proportional to the norm of $w$. The highlighted patterns are the support vectors which define the decision boundary.

**Figure 6.6:** Diagram of an SVM classifier for a linear separable two class problem. The optimal hyperplane which maximises the margin and the support vectors are depicted. The vector $w$ is perpendicular to the hyperplane.

In practice, there may not be an hyperplane able to thoroughly separate classes, for example when they overlap or there are some outliers. To allow some patterns violate the proposed solution, slack variables $\xi_i$ are introduced for each training pattern $x_i$, that relax the constraints as follows

$$
\min_{w \in \mathcal{H}, b \in \mathbb{R}, \xi \in \mathbb{R}^m} \tau(w, \xi) = \frac{1}{2} |w|^2 + C \sum_{i=1}^{m} \xi_i
$$

$$
y_i (\langle w, x_i \rangle + b) \geq 1 - \xi_i \quad \forall i = 1, \ldots, m
$$

$$
\xi_i \geq 0 \quad \forall i = 1, \ldots, m.
$$

By allowing the $\xi_i$ variables to be large enough constraints can always be fulfilled, so the constant $C > 0$ is introduced, which penalises the growth of the $\xi_i$ variables in the
function to be minimised. This constant then regulates the trade-off between margin maximisation and training error minimisation.

It is necessary to determine the value of the penalty factor $C$ and the kernel parameters to fully specify the model and solve the optimization problem. This can be done by performing an exhaustive search of parameters restricted to a grid of values, choosing the best set based on the estimated cross-validation performance on the training data [70]. To reduce computational cost a coarse search can be performed at first, and then a refinement can be carried out in the area of interest.

![Grid search of the optimal parameters for an SVM classifier using Polynomial and Gaussian RBF kernels](image)

**Figure 6.7:** Grid search of the optimal parameters for an SVM classifier using Polynomial and Gaussian RBF kernels. An initial coarse grid search is performed followed by a refinement in the optimal region. Plots show a cross-validation estimate of the **Accuracy** = true positives / (true positives + false positives). Grid parameter values are exponential as suggested in [70]. Coarse grid values for the Polynomial kernel are $C = 2^{-5}, 2^{-4}, \ldots, 2^{15}$ and $d = 2^{-15}, 2^{-14}, \ldots, 2^3$, and for the Gaussian RBF kernel $C = 2^{-5}, 2^{-4}, \ldots, 2^{25}$ and $\gamma = 2^{-15}, 2^{-14}, \ldots, 2^8$. Fine grid values for the Polynomial kernel are $C = 2^{0}, 2^{0.25}, \ldots, 2^6$ and $d = 2^{-2}, 2^{-1.75}, \ldots, 2^2$, and for the Gaussian RBF kernel are $C = 2^{-1}, 2^{-0.75}, \ldots, 2^5$ and $\gamma = 2^{-3}, 2^{-2.75}, \ldots, 2^3$. The optimal parameters for the Polynomial kernel are $C = 2^{2.5}$ and $d = 2^1$, and for the Gaussian RBF kernel $C = 2^{3.25}$ and $\gamma = 2^{-1}$, for a classification rate of 85.8% and 86.4% respectively estimated by 10-fold CV on the training data.

SVM classifiers were constructed for the problem of singing voice detection using Polynomial and Gaussian RBF kernels. The parameters are the factor $C$ and exponent $d$ in
the case of Polynomial kernel, and the factor $\gamma$ in the case of Gaussian RBF kernel. To determine the most appropriate pair of values in each case, an initial search on a coarse grid is performed to determine an optimum point and then the search is refined around that point. Figure 6.7 shows the performance estimate obtained by cross validation on the training data in each case. The best performance reached is 86.4% for the Gaussian RBF kernel and 85.8% for the Polynomial kernel.

### 6.2 Comparison of classifiers

In order to establish whether the classification schemes have significant performance differences, a corrected resampled t-test was performed for 10 repetitions of 10-fold CV on the training set. Optimal parameters for each classifier were selected based on results reported in previous sections. Table 6.2 presents the obtained results. For a significance level of 95% the statistical test indicates that the SVM classifier is significantly superior to the other classification schemes. Figure 6.8 shows a comparison of the classifiers by means of ROC curves and box plots for the 10 repetitions of 10-fold CV.

<table>
<thead>
<tr>
<th></th>
<th>$%$ correct</th>
<th>$\sigma$</th>
<th>parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tree</td>
<td>75.4</td>
<td>4.88</td>
<td>$c = 0.17$, $m = 4$</td>
</tr>
<tr>
<td>k-NN</td>
<td>77.2</td>
<td>4.28</td>
<td>$k = 3$, weighting: $1 - d$</td>
</tr>
<tr>
<td>MLP</td>
<td>83.6</td>
<td>3.30</td>
<td>$n_H = 1$, $n_e = 60$</td>
</tr>
<tr>
<td>SVM</td>
<td>85.9</td>
<td>3.17</td>
<td>Gaussian RBF, $C = 2^{3.25}$, $\gamma = 2^{-1}$</td>
</tr>
</tbody>
</table>

**Table 6.2:** Performance comparison estimated by 10 repetitions of 10-fold CV on the training set using best parameters for each classifier. A corrected resampled t-test shows that for a significance level of 95% the SVM classifier is superior to the rest.

### 6.3 Evaluation

An evaluation was conducted to assess the performance of the system in face of new data. A validation dataset [VALID1] was constructed, independent of the training set, which consists of 30 music files manually labeled, corresponding to the albums *Abbey Road* and *A Hard Day’s Night* of The Beatles.

To perform the automatic classification the audio file is divided into consecutive one-second fragments. Within each fragment descriptors are computed for 25 ms frames every 10 ms and statistical measures are obtained. Finally, each fragment is classified into vocal or non-vocal.
Then the automatic classification is compared with manual labels by calculating two performance measures. The first one is the percentage of time in which the manual and automatic classification coincide. This measure is an indicator of the performance that can be reached for a real system in the classification of music files. However, because the audio file is arbitrarily fragmented, it is possible for a fragment to lie over a transition between vocal and non-vocal, so the classification into one of the two classes does not make much sense. For this reason, the other measure of performance involves discarding those fragments containing a transition between classes and accounting for misclassified fragments. This is consistent with the training process in which each audio clip corresponds to a single class. The database contains a total of 4598 fragments of one second of which 1273 are located on a label transition, so that the evaluation is done based on a total of 3325 fragments.

Figure 6.9: Example of automatic classification. Dotted line indicates manually labeled vocal regions. The audio excerpt is processed into one second length fragments that are classified as vocal (above) and non-vocal (below). Percentage of time in which the manual and automatic classification coincide is 93.6%. There are 4 fragments, from a total of 20, that lie over a class transition. All the remaining are correctly classified.
of the files in the database. When comparing the manual labeling with the automatic classification it is observed that despite the fact this is an example in which the system seems to operate correctly, the differences between boundaries of both classifications produce a performance rate of 93.6%. If fragments in which there is a transition between classes are discarded, all remaining fragments are correctly classified.

Different configurations of the classification system were evaluated on this dataset. First, all the previously studied classification techniques were applied to the MFCC feature set used along this chapter. Then other feature sets were also considered. One of them is the obtained by applying the selection of homogeneous groups of features to the MFCC category, as described in section 5.3.3, from which the above mentioned MFCC feature set is derived. Another set is the best performing combination of features obtained in section 5.5 that includes all categories of descriptors. For these two sets, the investigated classifiers were applied, an SVM with Gaussian RBF kernel and an MLP trained by backpropagation. The optimal parameters of the SVM were determined as in section 6.1.4 and the MLP was constructed with a single internal neuron and trained for 100 epochs.

<table>
<thead>
<tr>
<th>classifier</th>
<th># errors</th>
<th>% correct</th>
<th>% performance</th>
<th># features</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>675</td>
<td>79.7</td>
<td>73.5</td>
<td>19, MFCC</td>
</tr>
<tr>
<td>MLP</td>
<td>649</td>
<td>80.5</td>
<td>74.5</td>
<td>19, MFCC</td>
</tr>
<tr>
<td>k-NN</td>
<td>714</td>
<td>78.5</td>
<td>73.0</td>
<td>19, MFCC</td>
</tr>
<tr>
<td>Tree</td>
<td>797</td>
<td>76.0</td>
<td>71.0</td>
<td>19, MFCC</td>
</tr>
<tr>
<td>SVM</td>
<td>560</td>
<td>83.2</td>
<td>76.6</td>
<td>52, MFCC</td>
</tr>
<tr>
<td>MLP</td>
<td>605</td>
<td>81.8</td>
<td>75.5</td>
<td>52, MFCC</td>
</tr>
<tr>
<td>SVM</td>
<td>564</td>
<td>83.0</td>
<td>76.7</td>
<td>68, MFCC LFPC SPEC PLPC BERC</td>
</tr>
<tr>
<td>MLP</td>
<td>546</td>
<td>83.6</td>
<td>77.3</td>
<td>68, MFCC LFPC SPEC PLPC BERC</td>
</tr>
</tbody>
</table>

Table 6.3: Classification results on the validation dataset for different configurations of the system. The number of errors corresponds to the number of misclassified fragments and this is also expressed as the fragment classification performance (out of 3325 single-class fragments). Classification performance is also reported as the percentage of time in which the manual and automatic classification coincide.

Firstly, it is interesting to compare the results of the evaluation for the smaller MFCC feature set, to the performance estimates obtained using 10-fold CV on the training data (see table 6.2). It is noted that the decision tree and nearest neighbour rule estimates are quite consistent with the results. However, the percentages of correctly classified fragments for the SVM classifier and that of the MLP differ considerably from the estimates based on the training data. This may be due to the ability of these classifiers to overfit the training data. It may also happen that the training database is not sufficiently representative of the problem. More simulations are needed to establish the causes of these differences.

Since the reduced MFCC feature set is derived from a more complete MFCC set, it is interesting to compare the results of the evaluation in both cases. In the feature selection
process it was estimated, based on the training data, that an SVM classifier using a set of 19 MFCC features has comparable performance with that of the complete set of 52 MFCC features (see Table 5.5), but evaluation results show a noticeable difference in favor of the more complete set. In this case, reducing the number of features does not seem to favor the generalization ability of the classifier but leads to decreasing classification performance. On the other hand, it appears that there are no substantial differences in overall performance of the 52 MFCC features set compared to the other sets that combine the different categories of descriptors. Therefore, the MFCC feature set seems more appropriate because it is computationally less demanding. It should be noted in conclusion that the performance obtained using SVM and MLP are very similar, except for the most comprehensive MFCC set.

6.4 Discussion

Various automatic classification techniques were studied, in a search for the most appropriate parameter configuration for each of them. Using a decision tree based on the C4.5 algorithm yields a classification model that can easily be interpreted because it indicates the most discriminative features and threshold values that can distinguish between classes. However, performance is significantly lower than those of the other classification schemes studied, both in the estimation based on the training data and in the evaluation. On the other hand, in the case of the nearest neighbour technique, while it follows a simple classification approach, its performance significantly exceeds that of the decision tree and the assessment on the validation data shows the performance is not located well below the other classifiers. It was found that within the studied classification techniques, the multi-layer perceptron and the support vector machine are the most powerful. Both techniques, unlike the previous ones, allow the construction of nonlinear decision boundaries to discriminate between classes. The multilayer perceptron makes it by combining basic blocks that implement linear discriminants into a hierarchical structure and thus achieving a non-linear mapping of the input features through the hidden layers. The support vector machine uses a nonlinear mapping of the input features into a high-dimensional space and then seeks for a linear discriminant in that new space. As for the results obtained with these techniques there is no substantial evidence to prefer one over the other (although an SVM may have some theoretical advantage over MLP in terms of generalization).

Finally it is interesting to assess the performance of the developed system in the real situation of music classification. To do this the percentage of time in which the manual and automatic classification coincide can be used as a performance indicator (see table 6.3). The evaluation results indicate that there is some room for improvement.

In our study reported in [45], some post-processing strategies were considered to improve classification performance of the system based on classification confidence and contextual
information. The first one is devised for a fragment that lies over a transition between vocal and non-vocal. For this reason, if a frame has a low classification confidence (based on probability estimates for each class) it is subdivided into two new fragments and each of them is re-classified. In case of a transition each new fragment could be classified to a different class (see figure 6.10). Additionally, two simple context rules are proposed. If a low probability fragment is surrounded by elements of the same class re-classification is avoided. On the other hand, if one of the half size fragments produced by re-classification is surrounded by elements of the other class, it is deleted. Although all of these post-processing proved to be advantageous (see results reported in [45]), their contribution to performance is quite marginal.

Other strategy could be to partition the audio file into uniform sections with regards to the spectral characteristics for the purpose of avoiding the classification of fragments which contain transitions between classes. It could be also interesting to synchronize audio fragments grid to the temporal music structure, using musical pulse such as tatum as a time reference. If transition between classes happen to be in accordance with metrical pulse, this could favor fragments to be homogeneous. Both of the above mentioned approaches were explored, the former using a spectral onset detection technique [71] and the latter by means of a tempo estimation algorithm [72] (using Beatroot\(^3\) software), but none of them provided a relevant performance increase.

It seems that it is difficult to improve classification performance by attempting variations on this standard pattern classification approach. It is necessary to deepen the study of more specific descriptors able to capture distinctive features of the singing voice and to explore different approaches to address the problem.

\(^3\text{http://www.eecs.qmul.ac.uk/~simond/beatroot/index.html.}\)
Figure 6.10: Post-processing based on classification confidence. Audio frames in this example are half overlapped. An audio frame with low probability estimates for each class is subdivided into two new fragments and each of them is re-classified. In this example, fragment centered on second 8 lies over a transition between non-vocal and vocal and its probability estimates fall below a threshold of 0.7. The fragment is divided and each new segment is correctly classified. Classification is improved after post-processing (from 84.2% to 86.5%) as it is shown in the manual annotation versus automatic detection comparison at the top.
Part II

Harmonic sound sources extraction and classification
The alternative approach proposed in this dissertation for singing voice detection involves the separation of the harmonic sound sources from an audio mixture and their individual classification. For this purpose it is reasonable to look for a signal analysis that concentrates the energy of each component in the time-frequency plane as much as possible. In this way, the interference between sound sources would be minimized and they could be extracted from the mixture by some kind of time-frequency filtering. This chapter is devoted to describing the time-frequency analysis techniques that were applied in this work in order to improve the time-frequency representation of music audio signals with an emphasis on properly capturing singing voice pitch fluctuations.

The work described in this chapter was developed in collaboration with Pablo Cancela and Ernesto López, and was originally reported in two international conference papers [73, 74]. The herein description reproduces some passages of the original articles and also includes modifications and additions. This is done in order to put the work in the context of this dissertation.

---

1Part of this work was done in the context of the research project “Estudio y aplicación de técnicas de representación tiempo-frecuencia al procesamiento de audio”, 2010-2011, supported by Comisión Sectorial de Investigación Científica, Universidad de la República.
7.1 Time frequency representation of music audio signals

Most real signals (for instance, music audio signals) are non-stationary by nature. Moreover, usually an important part of the information of interest has to do with the non-stationarity (beginning and end of events, modulations, drifts, etc). For this reason, the development of time-frequency (TF) representations for the analysis of signals whose spectral content varies in time is an active field of research in signal processing [75]. The TF representations are commonly adapted to the signal in order to enhance significant events so as to facilitate the detection, estimation or classification. An alternative goal is to obtain a sparse representation for compression or denoising. In some cases the elements of the sparse representation become associated with salient features of the signal thus also providing feature extraction [76].

The Short Time Fourier Transform (STFT) [77] is the standard method for time-frequency analysis. This representation is appropriate under the assumption that the signal is stationary within the analysis frame. In addition, time-frequency resolution is constant in the STFT. However, for the analysis of music signals a non uniform tiling of the time-frequency plane is highly desired. Higher frequency resolution is needed in the low and mid frequencies where there is a higher density of harmonics. On the contrary, frequency modulation (typical of the singing voice rapid pitch fluctuations) calls for improved time resolution in higher frequencies. Different multi-resolution time-frequency alternatives to the STFT have been proposed such as the Constant-Q Transform (CQT) [78] or representations based on the Wavelet Transform [79].

The precise representation of frequency modulated signals, like singing voice, is a challenging problem in signal processing. Many time-frequency transforms can be applied for this purpose. The most popular quadratic time-frequency representation is the Wigner-Ville Distribution (WVD), which offers good time-frequency localization but suffers from interfering cross-terms [80]. Several alternatives were proposed to attenuate the interferences such as the Smoothed Pseudo WVD and other Cohen class distributions [80], but with the side effect of resolution loss due to the smoothing. A different approach to perform the analysis is considering the projection over frequency modulated sinusoids (chirps), in order to obtain a non-Cartesian tiling of the time-frequency plane that closely matches the pitch change rate. Among the chirp-based transforms, the Chirplet Transform [81] and the Fractional Fourier Transform [82] involve the scalar product between the signal and linear chirps (linear FM), and can reach optimal resolution for a single component linear chirp. However, many sounds present in music (e.g. voice) have a harmonic structure, and these transforms are not able to offer optimal resolution simultaneously for all the partials of a harmonic chirp (harmonically related chirps). In the case of harmonic signals, the Fan Chirp Transform (FChT) [83] is better suited as it provides optimal time-frequency localization in a “fan” geometry. The FChT can be
considered as a time warping followed by a Fourier Transform, which enables an efficient implementation using the FFT. Although many of these techniques were applied to speech [84], the use of time-frequency representations other than the STFT for music analysis remains rather scarce [76, 85] and in particular the FChT to the best of our knowledge has almost not been explored for this purpose, except for very few works [86, 87].

In the course of this thesis work, two different time-frequency representations were studied and further developed, namely the Constant-Q Transform and the Fan Chirp Transform. Existing efficient algorithms for multi-resolution spectral analysis of music signals were reviewed [88, 89], and compared with a novel proposal based on the IIR filtering of the FFT [73]. The proposed method, apart from its simplicity, shows to be a good compromise between design flexibility and reduced computational effort. With regards to the Fan Chirp Transform, a formulation and an implementation were devised to be computationally manageable, and which enable the generalization of the FChT for the analysis of non-linear chirps [74]. Besides, the combination with a constant Q Transform was explored in order to build a multi-resolution FChT.
Figure 7.1 shows a comparison of the time-frequency tiling for the STFT, the Short-Time CQT (STCQT) and the Short-Time FChT (STFChT). The resulting resolution for a harmonic chirp with two components is depicted. The figure also shows the analysis of the sum of a synthetic stationary harmonic signal and a harmonic chirp, for each time-frequency representation. Note the improved time-frequency localization of the harmonic chirp for the STCQT and the STFChT, at the expense of a poorer resolution for the stationary harmonic signal. The STFChT is tuned to obtain optimal resolution for the harmonic chirp, as described in section 7.3. A comparison of the different time-frequency representations applied to a music audio excerpt which is used as an example through this and the following chapter is presented in Figures 7.2 and 7.3. The following sections describe the Constant Q Transform and the Fan Chirp Transform respectively.

Figure 7.2: Comparison of time-frequency representations for an audio excerpt (which is used throughout the document) of the music file “pop1.wav” from the MIREX [90] melody extraction test set. It consists of three simultaneous prominent singing voices in the first part followed by a single voice in the second part, and a rather soft accompaniment without percussion. The representations depicted are: Spectrograms for window length of 4096 and 2048 samples at $f_s = 44100$ Hz, a Short Time CQT for a Q value corresponding to 34 cycles for each frequency within the analysis window and a Short Time FChT tuned to the most prominent harmonic source in each time window frame. Note the improved time-frequency resolution for the most prominent singing voice in the latter representation.
Figure 7.3: Comparison of frequency representations for a frame of the audio excerpt of Figure 7.2 at time instant $t = 2.66s$. The prominent singing voice has a very high pitch change rate at this instant. This produces a blurry representation of the strongly non-stationary higher harmonics in the Fourier Transform. The representation of these harmonics is improved with the CQT because of the use of shorter time windows in high frequency. The FChT exhibits the most clear harmonic peak structure.

### 7.2 Constant Q Transform

#### 7.2.1 Existing methods

Several proposals have been made to circumvent the conventional linear frequency and constant resolution of the DFT. The constant-Q transform (CQT) [78] is based on a direct evaluation of the DFT but the channel bandwidth $\Delta f_k$ varies proportionally to its center frequency $f_k$ (being $k$ the bin index), in order to keep constant its quality factor $Q = f_k/\Delta f_k$. Considering that $\Delta f_k = f_s/N[k]$, the quality factor becomes, $Q = f_k/(f_s/N[k])$, and it can be kept constant if the length $N[k]$ of the window function $w_k[n]$ varies inversely with frequency. This implies that always $Q$ cycles for each frequency are analyzed. The expression for the $k$th spectral component of the CQT is,

$$X^cQ[k] = \frac{1}{N[k]} \sum_{n=0}^{N[k]-1} w_k[n]x[n]e^{-j2\pi Qn/N[k]}.$$  \hspace{1cm} (7.1)

Direct evaluation of the CQT is very time consuming, but fortunately an approximation can be computed efficiently taking advantage of the FFT [88]. In the original formulation center frequencies are distributed geometrically, to follow the equal tempered scale used in Western music, in such a way that there are two frequency components for each

---

2 A normalization factor $1/N[k]$ must be introduced since the number of terms varies with $k$. 

musical note (although higher values of Q provide a resolution beyond the semitone). However, other frequency bin spacing can also be used, such as constant separation [73].

Various approximations to a constant-Q spectral representation have also been proposed. The bounded-Q transform (BQT) [91] combines the FFT with a multirate filterbank. Octaves are distributed geometrically, but within each octave, channels are equally spaced, hence the log representation is approximated but with a different number of channels per octave. Note that the quartertone frequency distribution, in spite of being in accordance with Western tuning, can be too scattered if instruments are not perfectly tuned, exhibit inharmonicity or are able to vary their pitch continuously (e.g. glissando or vibrato). Recently a new version of the BQT with improved channel selectivity was proposed in [92] by applying the FFT structure but with longer kernel filters, a technique called Fast Filter Bank. An approach similar to the BQT is followed in [93] as a front-end to detect melody and bass line in real recordings. Also in the context of extracting the melody of polyphonic audio, different time-frequency resolutions are obtained in [89] by calculating the FFT with different window lengths. This is implemented by a very efficient algorithm, named the Multi-Resolution FFT (MR FFT), that combines elementary transforms into a hierarchical scheme.

7.2.2 IIR filtering of the spectrum (IIR CQT)

Previous multi-resolution analysis methods are generally based on applying time windows of different lengths. Multiplying the signal frame with a time window corresponds to convolving the spectrum of the signal with the spectrum of the window. This is equivalent to filtering the spectrum of the signal. Thus, variable windowing in time can also be achieved applying an IIR filterbank in the frequency domain. Let us define the \( k^{th} \) filter as a first order IIR filter with a pole \( p_k \), and a zero \( z_k \), as,

\[
Y_k[n] = X[n] - z_kX[n-1] + p_kY_k[n-1]
\]  

Its Z transform is given by,

\[
H_{f_k}(z) = \frac{z - z_k}{z - p_k}.
\]

Here, \( H_{f_k}(z) \) evaluated in the unit circle \( z = e^{j\tau} \) represents its time response, with \( \tau \in (-\pi, \pi) \) being the normalized time within the frame. A different time window for each frequency bin is obtained by selecting the value of the \( k^{th} \) bin as the output of the \( k^{th} \) filter.

The design of these filters involves finding the zero and pole for each \( k \) such that \( w_k(\tau) = |H_{f_k}(e^{j\tau})| \), where \( \tau \in (-\pi, \pi) \) and \( w_k(\tau) \) is the desired window for the bin \( k \). When a frame is analyzed, it is desirable to avoid discontinuities at its ends. This can be achieved by placing the zero in \( \tau = \pi \), that is \( z_k = -1 \). If one is interested in a symmetric window, i.e. \( w_k(\tau) = w_k(-\tau) \), the pole must be real. Considering a causal realization of the filter,
Figure 7.4: Zero-Pole diagram and IIR filters responses for three different input sinusoids of frequencies $f_1 = 0.11$, $f_2 = 0.30$ and $f_3 = 0.86$ radians.

$p_k$ must be inside the unit circle to assure stability, thus $p_k \in (-1, 1)$. Figure 7.4 shows the frequency and time responses for the poles depicted in the zero-pole diagram.

This IIR filtering in frequency will also distort the phase, so a forward-backward filtering should be used to obtain a zero-phase filter response. Then, the set of possible windows that can be represented with these values of $p_k$ is,

$$w_k(\tau) = \frac{(1 - p_k)^2}{4} \left[ \frac{A(\tau)}{B(\tau)} \right]^2 \frac{(1 - p_k)^2 (1 + \cos \tau)}{2(1 + p_k^2 - 2p_k \cos \tau)}$$  \hspace{1cm} (7.3)

where $A(\tau)$ and $B(\tau)$ are the distances to the zero and the pole, as shown in Figure 7.4, and $g_k = (1 - p_k)^2 / 4$ is a normalization factor\(^3\) to have 0 dB gain at time $\tau = 0$, that is, $w_k(0) = 1$.

While this filter is linear and time invariant (in fact frequency invariant\(^4\)) a different time window is desired for each frequency component. Computing the response of the whole bank of filters for the entire spectrum sequence and then choosing the response for only one bin is computationally inefficient. For this reason, a Linear Time Variant (LTV) system, that consists in a Time Varying (TV) IIR filter, is proposed as a way to approximate the filterbank response at the frequency bins of interest.

A direct way of approximating the IIR filterbank is by a first order IIR of the form of equation 7.2, but in which the pole varies with frequency ($p = p[n]$),

$$Y[n] = X[n] + X[n - 1] + p[n]Y[n - 1].$$  \hspace{1cm} (7.4)

\(^3\)This normalization factor can be calculated from the impulse response evaluated at $n = 0$, or by the integral of the time window function.

\(^4\)Note that we use the usual time domain filtering terminology in spite of the fact that filtering is performed in the frequency domain.
\begin{verbatim}

\texttt{p = design\_poles(NFFT,Q);}
\texttt{X = fft(fftshift(s));}
\texttt{Y'(1) = X(1);}
\texttt{for n = 2:NFFT/2\}
\texttt{\quad Y'(n) = X(n-1) + X(n) + p(n)Y'(n-1);} \textbf{end}
\texttt{Y(n) = Y'(NFFT/2);} \textbf{end}
\texttt{Y(n) = Y'(n+1) + Y'(n) + p(n)Y(n+1);} \textbf{end}

\end{verbatim}

Table 7.1: Pseudocode of the TV IIR filter. First, the poles and normalization factor are designed given the number of bins ($NFFT$) and the Q value. Then the FFT of the signal frame $s$ is computed after centering the signal at time 0. Finally the forward-backward TV IIR filtering is performed for that frame.

With an appropriate design, it reasonably matches the desired LTV IIR filterbank response, and its implementation has low computational complexity. In the proposed approach the first step is to design an IIR filterbank that accomplishes the constant Q behavior. Then, a TV IIR filter is devised based on the poles of the filterbank. A simple and effective design of the TV IIR filter consists in choosing for each frequency bin the corresponding pole of the IIR filterbank, that is $p[n] = p_k$, with $k = n$. For low frequencies a constant Q would imply a window time support longer than the frame time, so in practice it becomes necessary to set a limit. Finally a fine tuning is performed to improve the behaviour of the TV IIR filter in order to effectively obtain a constant Q value. Figure 7.5 shows a detail of the poles design for low frequencies. The reader is referred to the original paper [73] for further details on the design process.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{poles_design.png}
\caption{Detail of poles design at different low frequencies. Pole location for the ideal and actual design. Impulse response and windows of the TV IIR.}
\end{figure}

The implementation is rather simple, as can be seen in the pseudocode of Table 7.1. A function to design the poles is called only once and then the forward-backward TV IIR filtering is applied to the DFT of each signal frame. The proposed IIR filtering applies a window centered at time 0, so the signal frame has to be centered before the transform.
Finally, two examples of the IIR CQT analysis of polyphonic music are shown in Figure 7.6 compared to conventional spectrograms. As expected for a CQT, singing voice partials with high frequency slope are sharper in the IIR CQT than in the spectrogram. This improved time resolution in high frequencies also contributes to define more precisely the note onsets, as can be seen in the second example (e.g. the bass note at the beginning). Moreover, in the low frequency band, where there is a higher density of components, the IIR CQT achieves a better discrimination. At the same time, frequency resolution for the higher partials of notes with a steady pitch is deteriorated.

In our work [73] the proposed method for computing a constant Q spectral transform is compared with two existing techniques. It shows to be a good compromise between the flexibility of the efficient CQT and the low computational cost of the MR FFT. Taking into account that it was used in the spectral analysis of music with encouraging results\(^5\) [94] and that its implementation is rather simple, it seems to be a good spectral representation tool for audio signal analysis algorithms.

7.3 Fan Chirp Transform

7.3.1 Formulation

In our work [74], the proposed definition of the FChT is,

$$X(f, \alpha) \triangleq \int_{-\infty}^{\infty} x(t) \phi'_{\alpha}(t) e^{-j2\pi f \phi_{\alpha}(t)} \, dt,$$  \hspace{1cm} (7.5)

where \(\phi_{\alpha}(t) = (1 + \frac{1}{2} \alpha t) t\) is a time warping function, and \(\alpha\) is a parameter called chirp rate. This was formulated independently from the original work [83], so the properties are slightly different as will be indicated later. Notice that by the change of variable \(\tau = \phi_{\alpha}(t)\), the formulation becomes,

$$X(f, \alpha) = \int_{-\infty}^{\infty} x(\phi^{-1}_{\alpha}(\tau)) e^{-j2\pi f \tau} \, d\tau,$$  \hspace{1cm} (7.6)

which can be regarded as the Fourier Transform of a time warped version of the signal \(x(t)\), and enables an efficient implementation based on the FFT. The goal pursued is to obtain a precise representation of linear chirp signals of the form \(x_c(t, f) = e^{j2\pi f \phi_{\alpha}(t)}\).

Considering a limited analysis time support, the analysis basis is \(\Gamma = \{\gamma_k\}_{k\in\mathbb{Z}}, \gamma_k = \phi'_{\alpha}(t) e^{j2\pi \frac{k}{T} \phi_{\alpha}(t)} , t \in \left[\phi^{-1}_{\alpha}(-\frac{T}{2}), \phi^{-1}_{\alpha}(\frac{T}{2})\right]\). The inner product of the chirp and a basis element results in,

$$\langle x_{ch}(t, 2\pi \frac{l}{T}), \gamma_k \rangle = \frac{1}{T} \int_{\phi^{-1}_{\alpha}(-\frac{T}{2})}^{\phi^{-1}_{\alpha}(\frac{T}{2})} \phi'_{\alpha}(t) e^{j2\pi \frac{l-k}{T} \phi_{\alpha}(t)} \, dt$$

$$= \frac{1}{T} \int_{-\frac{T}{2}}^{\frac{T}{2}} e^{j2\pi \frac{l-k}{T} \tau} \, d\tau = \delta[l - k],$$  \hspace{1cm} (7.7)

which denotes that only one element of the basis concentrates all the energy of the chirp. Note that the limits of integration include an integer number of cycles of the chirp, in the warped and the original time interval.

In [83] the basis are designed to be orthonormal, in order to obtain perfect reconstruction directly from the analysis basis. However, its response to a chirp of constant amplitude is not represented by a single element. It is important to note that when the signal is windowed the orthogonality disappears so as the perfect reconstruction. In a similar way, the result given by equation 7.7 does not hold anymore. To that end, it is worth defining a more appropriate goal, that is what kind of response would be desirable for a time limited chirp. The approach proposed in our work [74] permits to achieve a delta convolved with the Fourier Transform of a well-behaved analysis window. This motivates the above definition of the analysis basis \(\Gamma\) and the application of the analysis window to the time warped signal (which also differs from [83]). Then, the proposed
FChT for a time limited support is,

\[
X_w(f, \alpha) = \int_{-\infty}^{\infty} x(t) \, w(\phi_\alpha(t)) \, \phi'_\alpha(t) \, e^{-j2\pi f \phi_\alpha(t)} \, dt
\]

(7.8)

where \( w(t) \) stands for a time limited window, such as Hann.

Consider the case of a signal composed of \( L \) harmonically related linear chirps, i.e. a harmonic chirp, \( x_{hc}(t, f_0, L) = \sum_{k=1}^{L} e^{j2\pi kf_0 \phi_\alpha} \). All components share the same fan chirp rate \( \alpha \), so applying the appropriate warping \( \phi_\alpha \) delivers constant frequency harmonically related sinusoidal components. The FChT representation therefore shows a sharp harmonic structure as it is composed of deltas convolved with the Fourier Transform of the window. This situation is illustrated in Figure 7.7 for a harmonic chirp.

![Figure 7.7](image)

**Figure 7.7:** Analysis of the harmonic chirp of three components depicted in the spectrogram on the right. Appropriately warping the signal produces a harmonic signal of constant frequency, which corresponds to an optimally concentrated spectrum.

### 7.3.2 Discrete time implementation

As stated before, the FChT of a signal \( x(t) \) can be computed by the Fourier Transform of the time warped signal \( \hat{x}(t) = x(\phi_\alpha^{-1}(t)) \), where

\[
\phi_\alpha^{-1}(t) = -\frac{1}{\alpha} + \frac{\sqrt{1 + 2\alpha t}}{\alpha}.
\]

(7.9)

This warping function transforms linear chirps of instantaneous frequency \( \nu(t) = (1 + \alpha t) \) \( f \) into sinusoids of frequency \( \hat{\nu}(t) = f \). In practice, the original signal is processed in short time frames. In order to properly represent it with its warped counterpart, temporal warping is implemented by adopting the following criteria. After the time warping, the frequency of the resulting sinusoid is the frequency of the linear chirp at the center of the analysis window. Besides, the amplitude value of the warped signal remains unchanged.
in the central instant of the window. This implies that the duration of the original signal and the warped signal may be different, something that is not imposed in [83].

The temporal warping is implemented by non-uniform resampling of the finite length discrete signal frame $x[n]$. An equally-spaced grid is constructed in the warped time domain. To compute the sample corresponding to time instant $\bar{t}_m$ of the warped signal, it is necessary to evaluate $x[n]$ at time instant $t_m = \phi^{-1}_a(\bar{t}_m)$. As this instant may not coincide with a sampling time, the evaluation must be done using some interpolation technique. Time warping process is illustrated in Figure 7.8. The last step of the FChT is to apply an analysis window to the time warped signal and compute the DFT.

Another consideration regarding the implementation, is that time warping design is performed numerically based on relative instantaneous frequency functions. More precisely, the design begins with the selection of the warping instantaneous frequency $f_r[n]$ for each sample. Then, the function $\phi[n]$ is obtained by numerical integration of $f_r[n]$. Finally the function $\phi^{-1}[n]$, needed to compute the resampling times, is obtained by numerical inversion. This allows the implementation of arbitrary warping functions instead of only linear warpings.

![Non-uniform resampling with interpolation.](image1)

![Original signal and warped signal.](image2)

![Resampling times computation.](image3)

![Original signal and warped signal spectrum.](image4)

**Figure 7.8:** Illustration of the warping process. A sinusoid is obtained by appropriately warping a linear chirp. Note that the central time instant remains the same and the time supports are different. The FChT of the linear chirp shows a sharp high peak.
7.3.3 Fan Chirp Transform for music representation

In a practical situation, real signals such as speech or music sounds can be assimilated to harmonically related linear chirps only within short time intervals, where the evolution of frequency components can be approximated by a first order model. This suggests the application of the FChT to consecutive short time signal frames, so as to build a time-frequency representation as a generalization of the spectrogram [83]. In the monophonic case, a single value of the fan chirp rate \( \alpha \) that best matches the signal pitch variation rate should be determined for each frame. Selecting the fan chirp rate is the key factor to obtain a detailed representation using the FChT. Different approaches could be followed, such as predicting the pitch evolution and estimating \( \alpha \) as the relative derivative of the pitch [83]. Figure 7.9 shows the comparison of the STFT and the STFChT for a monophonic synthetic harmonic signal that exhibits a sinusoidal frequency modulation. The fan chirp rate \( \alpha \) value for each frame was selected as the pitch change rate, which is known in this case.

![Figure 7.9: Comparison of the STFT and the STFChT for the analysis of a synthetic harmonic signal with a sinusoidal frequency modulation that emulates a vibrato. For the computation of the FChT in each frame the actual pitch change rate of the signal, which is known, was used to set the fan chirp rate \( \alpha \) value.](image)

In the polyphonic case, there is no single appropriate value of \( \alpha \), because the multiple harmonic sounds present are likely to change their fundamental frequency \( (f_0) \) differently within the analysis frame. For this reason, a multi-dimensional representation for each frame seems better suited in this case, consisting in several FChT instances with different \( \alpha \) values. A given FChT is tuned to represent one of the harmonic sounds with reduced spectrum spread, whereas poorly representing the remaining ones. This is illustrated in Figure 7.10 for the synthetic signal used before (Figure 7.1), consisting of a harmonic stationary signal and a harmonic chirp.
The selection of a reduced set of $\alpha$ values for each frame that produce the better representation of each sound present, can be tackled by means of sinusoidal modeling techniques as in [86]. In our work [74] a straightforward exhaustive approach is adopted, that consists in computing for each audio frame several FChT instances whose $\alpha$ values are in a range of interest. Then, using this multidimensional representation a dense $(f_0, \alpha)$ plane is constructed and the best chirp rates are selected based on pitch salience (see Chapter 8, section 8.1.5). This makes use of the fact that the energy of a harmonic source is more concentrated for the FChT instance whose $\alpha$ value better matches its corresponding pitch change rate (see Figure 7.11). Hence for this representation the harmonics of the source have higher amplitudes compared to any other FChT instance. In addition, the pitch salience computation from the FChT produces itself a detailed representation of the melodic content of the signal, that can be useful in several applications. This is described in detail in the following chapter.

Figure 7.10: Multi-dimensional representation used for polyphonic signals. In every frame several FChT instances are selected, which better represent each single harmonic sound. A given FChT provides an accurate representation for the source to which it is tuned, but the other sources are likely to be diffuse.

Figure 7.11: Comparison of the FChT instances of Figure 7.10 at time $t = 0.6$ s. It can be noticed how the harmonics have higher amplitudes for the correct $\alpha$ value.
Multiple fundamental frequency (f0) estimation is one of the most important problems in music signal analysis and constitutes a fundamental step in several applications such as melody extraction, sound source identification and separation. There is a vast amount of research on pitch tracking in audio, often comprising an initial frame by frame f0 estimation followed by formation of pitch contours exploiting estimates continuity over time. Techniques such as dynamic programming, linear prediction, hidden Markov models, among many others (see [95] for a review), were applied to the temporal tracking.

This chapter describes the algorithm developed in the context of this thesis work for pitch tracking in polyphonic audio, which is particularly oriented towards the singing voice. The local pitch estimation technique was devised in collaboration with Pablo Cancela and Ernesto López and was reported in an international conference paper [74]. A pitch salience representation for music analysis called F0gram was proposed, based on the Fan Chirp Transform. The representation provides a set of local fundamental frequency candidates together with a pitch change rate estimate for each of them. The pitch tracking algorithm that performs temporal integration of local pitch candidates is based on unsupervised clustering of F0gram peaks. The technique benefited from fruitful discussions with Pablo Cancela and was reported in a regional conference paper [96]. The herein description reproduces some passages of the original articles and also includes modifications and additions. This is done in order to put the work in the context of this dissertation.
8.1 Local pitch estimation based on the FChT

8.1.1 Pitch salience computation

The aim of pitch salience computation is to build a continuous function that gives a prominence value for each fundamental frequency in a certain range of interest. Ideally it shows pronounced peaks at the positions corresponding to the true pitches present in the signal frame. This detection function typically suffers from the presence of spurious peaks at multiples and submultiples of the true pitches, so some sort of refinement is required to reduce this ambiguity. A common approach for pitch salience calculation is to define a fundamental frequency grid, and compute for each frequency value a weighted sum of the partial amplitudes in a whitened spectrum [97]. A method of this kind was formulated in our work [74] according to the log-spectrum gathering proposed in [84], and is described in the following. The whole process of local pitch estimation and tracking is illustrated by a single audio example whose spectrogram is depicted in Figure 8.1, and was introduced in the previous chapter (Figure 7.2).

8.1.2 Gathered log-spectrum (GlogS)

The salience of a given fundamental frequency candidate $f_0$ can be obtained by gathering the log-spectrum at the positions of the corresponding harmonics as [84]

$$\rho_0(f_0) = \frac{1}{n_H} \sum_{i=1}^{n_H} \log |X(if_0)|,$$

(8.1)

where $X(f)$ is the spectrum of a signal frame and $n_H$ is the number of harmonics that are supposed to lie within the analysis bandwidth. Linear interpolation along samples of the discrete log-spectrum is applied to estimate the values at arbitrary frequency positions. The logarithm provides better results compared to the gathering of the linear spectrum. This makes sense, because the logarithm function can be regarded as a kind of whitening in order to make the pitch salience computation more robust against formant structure and noise. With this respect, it is interesting to note that a $p$-norm with $0 < p < 1$ is also appropriate and shows similar results. Note that this seems coherent with the use of more robust norms which is advocated in sparsity research. Therefore, the actual implementation is $\log(\gamma |X(if_0)| + 1)$ which adds the flexibility to custom the norm applied by means of the $\gamma$ parameter$^1$.

$^1$Higher values of $\gamma$ tend to a 0-norm while lower values tend to a 1-norm. All the results reported correspond to $\gamma = 10$. 
8.1.3 Postprocessing of the gathered log-spectrum

The harmonic accumulation shows peaks not only at the position of the true pitches, but also at multiples and submultiples (see Figure 8.2). To handle the ambiguity produced by multiples, the following simple non-linear processing is proposed in [84]

\[
\rho_1(f_0) = \rho_0(f_0) - \max_{q \in \mathbb{N}} \rho_0(f_0/q) .
\]  

(8.2)

This is quite effective in removing pitch candidates multiples of the actual one (as can be seen in Figure 8.2). When dealing with monophonic signals this suppression is enough. If pitch estimation is obtained as the position of the maximum of \(\rho_1(f_0)\), \(\hat{f}_0 = \arg \max \rho_1(f_0)\), submultiple spurious peaks do not affect the estimation because their amplitude is necessarily lower than for the true pitch. However, in the polyphonic case, submultiple peaks should also be removed. For this reason, the detection function is further processed to remove the \((k-1)\)-th submultiple according to,

\[
\rho_2(f_0) = \rho_1(f_0) - a_k \rho_1(kf_0) ,
\]  

(8.3)

where \(a_k\) are attenuation factors. From the simulations conducted it turned out that removing only the first and second submultiples \((k = 2\) and \(k = 3\)), for an \(f_0\) range of four octaves, is commonly sufficient for melodic content visualization and melody detection (see Figure 8.2). For a single ideal harmonic sound, it can be shown that the attenuation factor value for removing the first submultiple \(a_2 = 1/2\) (see Appendix C). However, it can also be shown that the variance of \(\rho_0(f_0)\) is proportional to fundamental frequency
Figure 8.2: Normalized gathered log spectrum and the postprocessing stages for a frame of the audio excerpt at $t = 0.36s$. In the frame there are three prominent simultaneous singing voices and a low accompaniment. Positions of each corresponding $f_0$, multiples and first submultiple are also depicted. Only the first submultiple is attenuated in this example.

(see [84] appendix B). In practice a true pitch peak can be unnecessarily attenuated due to the large variance at its multiple, so a more conservative attenuation factor is preferred. Slightly better results were experimentally obtained over polyphonic music for $a_2 = 1/3$ and $a_3 = 1/6$, which are the values used for the reported results.

### 8.1.4 Normalization of the gathered log-spectrum

The variance increase with $f_0$ is an undesired property. It leads to unbalanced frequency regions in melodic content visualization and to incorrect detections when pursuing melody extraction. For this reason, the last step in pitch salience computation is to normalize $\rho_2(f_0)$ to zero mean and unit variance. To do this, the mean and the variance of $\rho_2(f_0)$ are collected at each $f_0$ for every frame from a music collection (the complete RWC Popular Music Database [98] was used for this purpose). Each one of these statistics are then approximated by a second-order polynomial, as illustrated in Figure 8.3. The polynomials evaluated at each $f_0$ are the model used to obtain a normalized gathered log-spectrum $\overline{\rho}_2(f_0)$. The fundamental frequency grid used is logarithmically spaced with 192 points per octave, from $E_2$ extending over 4 octaves.
8.1.5 Fan chirp rate selection using pitch salience

As early mentioned, the $\alpha$ values that best represent the different harmonic sounds in a signal frame are selected by means of pitch salience. Several FChT instances are computed for each frame using different $\alpha$ values. For each FChT a normalized gathered log spectrum is calculated as described above, so as to build a dense pitch salience plane $\bar{\rho}_2(f_0, \alpha)$. See Figure 8.4 for an example of this dense pitch salience plane. Given a sound source of fundamental frequency $\hat{f}_0$, the energy of its harmonics is more concentrated at the FChT instance corresponding to the best matching $\alpha$ value $\hat{\alpha}$. Therefore, the value of $\bar{\rho}_2(\hat{f}_0, \hat{\alpha})$ is the highest among the different available $\alpha$ values. For this reason, a different $\alpha$ value is selected for each $f_0$ in the grid, giving a single pitch salience value for each $f_0$ (see Figure 8.4). Thus, the reduced set of $\alpha$ values can be selected according to their corresponding pitch salience.

8.1.6 Pitch visualization: F0gram

The pitch salience function of each frame obtained as described in the previous section is used to build an F0gram that shows the temporal evolution of pitch for all the harmonic sounds of a music audio signal, as can be seen in Figure 8.5. Note that even in the case that two sources coincide in time and frequency they can be correctly represented if their pitch change rate is different, which is observable at time $t = 0.23$s. It can also be seen the precise pitch contour evolution obtained, even for severe pitch fluctuations. Additionally, the gathered log spectrum normalization provides a balanced contrast of the F0gram, without spurious noticeable peaks when no harmonic sound is present. A drawback of the selected pitch salience function is that it tends to underestimate low frequency harmonic sounds with a small number of prominent partials. For a sound of this kind, the summation of the power spectrum in equation 8.1 is mainly determined by a few number of harmonic positions, but as $n_H$ is high the resulting accumulated value will be over attenuated. This is the case for the accompaniment in the selected example, that only appears when no singing voice is present. Therefore, the F0gram is
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Figure 8.4: Pitch salience plane $p_2(f_0, \alpha)$ for a frame of the audio excerpt at $t = 0.27s$. Prominent salience peaks (darker regions) can be distinguished corresponding to the three singing voices. Note that two of them are located approximately at $\alpha = 0$ and one at $\alpha = 1.3$. This indicates that two of the voices are quite stationary within the frame while the other is increasing its pitch. The maximum pitch salience value for each $f_0$ is also depicted.

somehow tailored for the singing voice, which usually exhibit a high number of salient harmonics. This kind of visualization tool can be useful itself for analyzing performance expressive features such as glissando, vibrato, and pitch slides, that turn out clearly distinguishable.

Figure 8.5: Example of melodic content visualization for the selected audio excerpt. The pitch contour of the three simultaneous singing voices followed by a single voice can be clearly appreciated. Note that the $f_0$ grid extends far beyond the frequency limit of this graph (approximately up to $E_6$).
8.2 Pitch tracking by clustering local frequency estimates

The proposed technique for pitch contours formation does not involve a classical temporal tracking algorithm. Instead the pitch tracking is performed by unsupervised clustering of F0gram peaks (which are depicted in Figure 8.6 for the audio example). The spectral clustering method [99] is selected for this task as it imposes no assumption of convex clusters, thus being suitable for filiform shapes such as pitch contours. The pitch change rate estimates provided by the FChT analysis play an important role in the definition of similarity between pitch candidates. The clustering is carried out within overlapped observation windows corresponding to several signal frames. Then contours are formed by simply joining clusters that share elements. This short-term two-stage processing proved to be more robust than aiming a straightforward long-term clustering.

There are very few applications of spectral clustering for tracking a sound source. Blind one-microphone separation of two speakers is tackled in [100] as a segmentation of the spectrogram. A method is proposed to learn similarity matrices from labeled datasets. Several grouping cues are applied such as time-frequency continuity and harmonicity. A simple multiple pitch estimation algorithm is part of the feature extraction. The mixing conditions are very restrictive (equal strength and no reverberation). Performance is assessed through a few separation experiments.

Clustering of spectral peaks is applied in [101], for partial tracking and source formation. Connecting peaks over time to form partials and grouping them to form sound sources is performed simultaneously. The problem is modeled as a weighted undirected graph where the nodes are the peaks of the magnitude spectrum. The edge weight between nodes is a function of frequency and amplitude proximity (temporal tracking) and a harmonicity measure (source formation). Clustering of peaks across frequency and time is carried out for windows of an integer number of frames (≈ 150 ms) using a spectral clustering method. Clusters from different windows are not connected for temporal continuation. The two more compact clusters of each window are selected as the predominant sound source.

8.2.1 Spectral Clustering

The goal of clustering can be stated as dividing data points into groups such that points in the same cluster are similar and points in different clusters are dissimilar. An useful way of representing the data is in the form of a similarity graph, each vertex corresponding to a data point. Two vertices of the graph are connected if their similarity is above certain threshold, and the edge between them is weighted by their similarity value. In terms of the graph representation, the aim of clustering is to find a partition of the graph such that different groups are connected by very low weights whereas edges within a group have high weights.
The simplest way to construct a partition is to solve the mincut problem \[ 102 \]. Given a number of clusters \( k \), it consists in finding a partition \( A_1, \ldots, A_k \) that minimises

\[
\text{cut}(A_1, \ldots, A_k) = \frac{1}{2} \sum_{i=1}^{k} W(A_i, \bar{A}_i),
\]

where \( W(A, B) = \sum_{i \in A, j \in B} w_{ij} \) is the sum of weights of vertices connecting partitions \( A \) and \( B \), and \( \bar{A} \) stands for the complement of \( A \). This corresponds to finding a partition such that points in different clusters are dissimilar to each other. The problem with this approach is that it often separates one individual vertex from the rest of the graph. An effective way of avoiding too small clusters is to minimize the Ncut function \[ 99 \],

\[
\text{Ncut}(A_1, \ldots, A_k) = \sum_{i=1}^{k} \frac{\text{cut}(A_i, \bar{A}_i)}{\text{vol}(A_i)},
\]

where \( \text{vol}(A) = \sum_{i \in A} d_i \) is the sum of the degree of vertices in \( A \). The degree of a vertex is defined as \( d_i = \sum_{j=1}^{n} w_{ij} \), so \( \text{vol}(A) \) measures the size of \( A \) in terms of the sum of weights of those edges attached to their vertices. The Ncut criterion minimises the between-cluster similarity (in the same way as mincut), but it also implements a maximisation of the within-cluster similarities. Notice that the within-cluster similarity can be expressed as \( W(A, A) = \text{vol}(A) - \text{cut}(A, \bar{A}) \) \[ 102 \]. In this way the Ncut criterion implements both objectives: to minimise the between-cluster similarity, if \( \text{cut}(A, \bar{A}) \) is small, and to maximise the within-cluster similarity, if \( \text{vol}(A) \) is large and \( \text{cut}(A, \bar{A}) \) is small.
The mincut problem can be solved efficiently. However with the normalization term introduced by Ncut it becomes NP hard. Spectral clustering is a way to solve relaxed versions of this type of problems. Relaxing Ncut leads to the normalized spectral clustering algorithm. It can be shown \cite{102} that finding a partition of a graph with \( n \) vertices into \( k \) clusters by minimizing Ncut, is equivalent to finding \( k \) indicator vectors \( h_j = (h_{1j}, \ldots, h_{nj})' \) with \( j = 1, \ldots, k \) of the form,

\[
\begin{align*}
    h_{ij} &= \begin{cases} 
        1 / \text{vol}(A_j) & \text{if vertex } v_i \in A_j \\
        0 & \text{otherwise.}
    \end{cases} 
\end{align*}
\]

In this way, the elements of the indicator vectors point out to which cluster belongs each graph vertex. This problem is still NP hard, but can be relaxed by allowing the elements of the indicator vectors to take, instead of two discrete values, any arbitrary value in \( \mathbb{R} \). The solution to this relaxed problem corresponds to the first \( k \) generalized eigenvectors of

\[
(D - W) u = \lambda D u, 
\]

where \( D \) is an \( n \times n \) diagonal matrix with the degrees of the graph vertices \( d_1, \ldots, d_n \) on the diagonal, and \( W = (w_{ij})_{i,j=1,...,n} \) is the matrix of graph weights.

The vectors \( u \) of the solution are real-valued due to the relaxation and should be transformed to discrete indicator vectors to obtain a partition of the graph. To do this, each eigenvalue can be used in turn to bipartition the graph recursively by finding the splitting point such that Ncut is minimized \cite{99}. However, this heuristic may be too simple in some cases and most spectral clustering algorithms consider the coordinates of the eigenvectors as points in \( \mathbb{R}^k \) and cluster them using an algorithm such as k-means \cite{102}. The change of representation from the original data points to the eigenvector coordinates enhances the cluster structure of the data, so this last clustering step should be very simple if the original data contains well defined clusters. In the ideal case of completely separated clusters the eigenvectors are piecewise constant so all the points belonging to the same cluster are mapped to exactly the same point.

Finally, the algorithm can be summarized as \cite{102},

\begin{verbatim}
input: similarity matrix \( S \in \mathbb{R}^{n \times n} \),
number of clusters \( k \)
steps:
1. build a similarity graph using matrix \( S \)
2. compute the unnormalized Laplacian of the graph \( L = (D - W) \)
3. compute the first \( k \) generalized eigenvectors of \( \lambda D u \)
4. consider the eigenvectors \( u_1, \ldots, u_k \) as columns of a matrix \( U \in \mathbb{R}^{n \times k} \)
5. consider the vectors \( y_i \in \mathbb{R}^k, i = 1, \ldots, n \) corresponding to the rows of \( U \)
6. cluster the points \( (y_i) \) in \( \mathbb{R}^k \) with k-means into clusters \( C_1, \ldots, C_k \)
output: clusters \( A_1, \ldots, A_k \) / \( A_i = \{ j \mid y_j \in C_i \} \).
\end{verbatim}
8.2.2 Pitch contours formation

In order to apply the spectral clustering algorithm to the formation of pitch contours several aspects must be defined. In particular, the construction of the graph involves deciding which vertices are connected and which are not. Then, a similarity function has to be designed such that it induces meaningful local neighbours. Finally, an effective strategy has to be adopted to estimate the number of clusters. In what follows, each of these issues are discussed and the proposed algorithm is described.

8.2.2.1 Graph construction

Constructing the similarity graph is not a trivial task and constitutes a key factor in spectral clustering performance. Different alternatives exist for the type of graph, such as $k$-nearest neighbor, $\epsilon$-neighborhood or fully connected graphs, which behave rather differently. Unfortunately, barely any theoretical results are known to guide this choice and to select graph parameters [102]. A general criterion is that the resulting graph should be fully connected or at least should contain significantly fewer connected components than the clusters to be detected. Otherwise, the algorithm will trivially return connected components as clusters.

To include information on temporal proximity a local fixed neighborhood is defined, such that $f_0$ candidates at a certain time frame are connected only to candidates in their vicinity of a few frames (e.g. two neighbor frames on each side). In this way the graph is in principle fully connected, as can be seen in Figure 8.7, and the resulting connected components are determined by similarity between vertices. Two candidates distant in time may nevertheless belong to the same cluster by their similarity to intermediate peaks. Note that in Figure 8.7 only one neighbor frame on each side is taken into account to link peaks. In this case, if a peak is missing the given contour may be disconnected. For this reason, a local neighbourhood of two or three frames on each side is preferred. Similarity of not connected components is set to zero, so a sparse similarity matrix is obtained.

In addition, a contour should not contain more than one $f_0$ candidate per frame. To favour this, candidates in the same frame are not connected. Specifying cannot-link constraints of this type is a common approach for semi-supervised clustering [103]. However, this does not strictly prohibit two simultaneous peaks to be grouped in the same cluster if their similarity to neighbor candidates is high. For this reason, clusters should be further processed to detect this situation and select the most appropriate candidate in case of collisions.
Figure 8.7: Graph connections considering only one neighbor frame on each side for an observation window of 10 frames. The resulting graph is fully connected.

### 8.2.2.2 Similarity measure

To define a similarity measure between F0gram peaks it is reasonable to base it on the assumption of slow variation of pitch contours in terms of fundamental frequency and pitch salience (as defined in section 8.1).

Fundamental frequency distance between two graph vertices $v_i$ and $v_j$ may be better expressed in a logarithmic scale, that is, as a fraction of semitones. To do this, the pitch value of a vertex is expressed as the corresponding index in the logarithmically spaced grid used for pitch salience computation.\(^2\) Then, this can be converted to a similarity value $s_{f0}(v_i, v_j) \in (0, 1]$ using a Gaussian radial basis function

$$s_{f0}(v_i, v_j) = e^{-\frac{d_{f0}(v_i, v_j)}{\sigma_{f0}^2}}$$

where $d_{f0}(v_i, v_j) = |f_{0i} - f_{0j}|$ stands for pitch distance and $\sigma_{f0}$ is a parameter to define the width of local neighborhoods. In a similar way, a similarity function can be defined to account for salience proximity. To combine both similarity functions they can be multiplied, as in [101].

Although this approach for combination was implemented and proved to work in several cases, the similarity measures have some shortcomings. Pitch based similarity is not able to discriminate contours that intersect. In this case, salience may be useful but it also has some drawbacks. For instance, points that are not so near in frequency and should be grouped apart, may be brought together by their salience similarity. This suggest the need for a more appropriate way of combining similarity values.

A significant performance improvement was obtained by combining the pitch value of the candidates and the chirp rates provided by the FChT. The chirp rate can be regarded as a local estimation of the pitch change rate. Thus, the pitch value of the next point in the contour can be predicted as $\tilde{f}_{0k} = f_{0k} (1 + \alpha_k \Delta t)$, where $f_{0k}$ and $\alpha_k$ are the pitch and

\(^2\)In which a 16th semitone division is used (192 points per octave).
chirp rate values, \( i \) and \( k \) are the candidate and frame indexes respectively, and \( \Delta t \) is the time interval between consecutive signal frames. Figure 8.8 depicts most prominent \( f_0 \) candidates and their predictions for a short region of the example. Note that there are some spurious peaks in the vicinity of a true pitch contour whose estimate lie close to a member of the contour and can lead to an incorrect grouping. A more robust similarity measure can be obtained by combining mutual predictions between pitch candidates. This is done by computing for each candidate also a backward prediction \( \bar{f}_0 \) in the same way as before. Then, distance among two candidates \( v^k_i \) and \( v^{k+1}_j \) is obtained by averaging distances between their actual pitch values and their mutual predictions,

\[
d_{f_0}(v^k_i, v^{k+1}_j) = \frac{1}{2} \left[ |f_0^k - \bar{f}_0^{k+1}| + |\bar{f}_0^k - f_0^{k+1}| \right]
\]

(8.9)

Using this mutual distance measure the similarity function is defined as in Equation (8.8). Additionally, the same reasoning can be extended to compute forward and backward predictions for two or three consecutive frames. These similarity values are used as graph weights for candidates in their temporal proximity.

Still remains to be set the value of \( \sigma_{f_0} \), which plays the role of determining the actual value assigned to points in the vicinity and to outlying points. Self tuning \( \sigma_{f_0} \) for each pair of data points was tested based on the distance to the \( k \)-th nearest neighbor of each point, as proposed in [104]. This approach can handle clusters with different scales, but when applied to this particular problem it frequently groups noisy peaks far apart from each other. It turned out that, given the filiform shape of clusters that are to be detected, a fixed value for \( \sigma_{f_0} \) was more effective. Since pitch predictions become less reliable as the time interval grows, a more restrictive value for \( \sigma_{f_0} \) is used for measuring similarity.
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to points at the second and third consecutive frames (reported results correspond to $\sigma^1_{f_0} = 0.8$, $\sigma^2_{f_0} = 0.4$).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example.png}
\caption{Local clustering of $f_0$ candidates for three short time intervals of the audio example. Similarity matrix, eigenvalues and eigenvectors as coordinates are depicted. First: Three well-defined clusters can be identified in the data, as well as the corresponding bands in the similarity matrix. The multiplicity of eigenvalue zero coincides with the number of connected components. All members of a cluster are mapped to the same point in the transformed space. Second: Example with two true pitch contours and several spurious peaks. The two corresponding bands in the similarity matrix can be appreciated. Multiplicity of eigenvalue zero not only indicates the relevant connected components but also isolated points. The true contours are correctly identified by the algorithm and spurious peaks tend to be isolated. Third: Example where there are no harmonic sources present. Multiplicity of eigenvalue zero is high and almost all peaks are considered as a single cluster.}
\end{figure}

Figure 8.9 shows three different examples of the local clustering. The examples selected depict different situations to illustrate the behaviour of the technique, namely three well-defined clusters (one for each $f_0$ candidate), two clusters and spurious peaks, and a region with no harmonic sources where clusters should not arise. An observation window of 10 signal frames is used and the three most prominent F0gram peaks are considered. A neighborhood of two frames on each side is used. Similarity matrix is sorted according to the detected clusters, producing a sparse band diagonal matrix, where clusters can be visually identified as continuous bands.
8.2.2.3 Determination of the number of clusters

Automatically determining the number of clusters is a difficult problem and several methods have been proposed for this task [103]. A method devised for spectral clustering is the eigengap heuristic [102]. The goal is to choose the number $L$ such that all eigenvalues $\lambda_1, \ldots, \lambda_L$ are very small, but $\lambda_{L+1}$ is relatively large. Among the various justifications for this procedure, it can be noticed that in the ideal case of $L$ completely disconnected components, the Laplacian graph has as many eigenvalues zero as there are connected components, and then there is a gap to the next eigenvalue.

This heuristic was implemented, but it sometimes failed to detect the correct number of cluster (e.g. when clusters are not so clear there is no well-defined gap). The following iterative strategy gave better results. It consists in firstly estimating the number of connected components using the multiplicity of eigenvalue zero by means of a restrictive threshold. Then, the compactness of the obtained clusters is evaluated. To do this, different measures were tested and a threshold on the sum of distances to the centroid in the transformed space was selected. As mentioned before, in case of completely separated connected components all members of the same cluster are mapped to a single point in the transformed space. For this reason, the detection of poor quality clusters showed not to be too sensitive to the actual value used for thresholding. Each of the not compact clusters is further divided until all the obtained clusters conform to the threshold. This is done repeatedly by running k-means only to points in the cluster, starting with $k = 2$ for a bipartition and incrementing the number of desired clusters until the stop condition is met. This strategy tends to isolate each spurious peak as a single cluster (see Figure 8.9), what in turn favours to ignore them in the formation of pitch contours.

8.2.2.4 Filtering simultaneous members

Despite the introduction of cannot-link constraints some clusters can occasionally contain more than one member at the same time instant. The best $f_0$ candidate can be selected based on pitch distance to their neighbors. This approach was explored but difficulties were encountered for some particular cases. For instance, when a contour gradually vanishes F0gram peaks are less prominent, their pitch change rate estimate is less reliable and spurious peaks appear in the nearby region. Therefore, under the assumption of slow variation of contour parameters, salience similarity was introduced as another source of information. To do this, the most prominent peak of the cluster is identified and the cluster is traversed in time from this point in both directions, selecting those candidates whose salience is closest to the already validated neighbors.

---

3 Which was defined in the algorithm formulation as $L = (D - W)$ (see section 8.2.1).
8.2.2.5 Formation of pitch contours

The above described local clustering of f0 candidates has to be extended to form pitch contours. Increasing the length of the observation window showed not to be the most appropriate option. The complexity of the clustering is increased for longer windows, since a higher number of clusters inevitably arise mainly because of spurious peaks. Additionally, the computational burden grows exponentially with the number of graph vertices. Thus, an observation window of 10 signal frames was used in the reported simulations (\( \sim 60 \) ms) as a good balance of the trade-off.

Performing a local grouping makes it necessary to link consecutive clusters for pitch contours continuation. Neighboring clusters in time can be identified based on the similarity among their members. A straightforward way to do this is by performing local clustering on overlapped observation windows and then grouping clusters that share elements. Figure 8.10 shows the clustering obtained using half overlapped observation windows for the two previously introduced examples which contain valid contours.

![Figure 8.10: Examples of clustering using half overlapped observation windows. The pitch contours are correctly continued since several of their members are shared.](image)

8.2.3 Evaluation and results

The contours obtained by applying the proposed algorithm to the audio excerpt example are depicted in Figure 8.11. The three most prominent peaks of the F0gram are considered for pitch tracking. Several issues can be noted from these results. Firstly, the main contours present are correctly identified, without the appearance of spurious detections when no harmonic sound is present (e.g. around \( t = 1.0 \) s). The example shows that many sound sources can be tracked simultaneously with this approach. No assumption is made on the number of simultaneous sources, which is only limited by the number of pitch candidates considered. The total number of contours and concurrent voices at each time interval is derived from the data.
It can also be seen that the third voice of the second note (approximately in the range $t = 1.0 - 2.0$ s) is only partially identified by two discontinued segments. Because of the low prominence of this contour some of the pitch candidates appear as secondary peaks of the more prominent sources instead of representing the third voice. This situation can be improved by increasing the number of prominent peaks considered, as depicted in Figure 8.12 where ten pitch candidates were used for contour computation.

Apart from that, there are the three short length contours detected in the interval $t = 2.1 - 2.5$ s that seem to be spurious. However, when carefully inspecting the audio file it turned out that they correspond to harmonic sounds from the accompaniment, that stand out when singing voices remain silent. Although these contours have a very low salience they are validated because of their structure and the absence of prominence constrains. It will depend on the particular problem in which the algorithm is used if these contours may be better filtered out based on salience.

A melody detection evaluation was conducted following a procedure similar to the one applied in [74]. The vocal files of the 2004-2005 MIREX melody extraction test set, which is a publicly labeled database available from http://www.music-ir.org/mirex/, were considered. It comprises 21 music excerpts for a total duration of 8 minutes.

The three most prominent F0gram peaks were selected as pitch candidates to form contours using the herein described algorithm. All the identified pitch contours were considered as main melody candidates and the ones that better match the labels were used to assess performance. Only those frames for which the melody was present according to the labels were taken into account to compute the following evaluation measure

$$\text{score}(f_0) = \min\{1, \max\{0, (\text{tol}_M - \Delta f_0)/(\text{tol}_M - \text{tol}_m)\}\},$$
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where $\Delta f_0 = 100|f_0 - f_0^{gt}|/f_0^{gt}$ is the relative error between the pitch contour value and the ground truth, and the tolerances $\text{tol}_M$ and $\text{tol}_m$ correspond to 3% and 1% respectively. This represents a strict soft thresholding.

The performance obtained in this way is compared to an equivalent evaluation that considers F0gram peaks as main melody estimates without performing any type of grouping into contours (as reported in [74]). Grouping the F0gram peaks into contours involves the determination of the onset time and duration of each contour, necessarily leaving some time intervals without melody estimation. This is avoided when isolated F0gram peaks are considered as main melody estimates, since for every melody labeled frame there is always a pitch estimation. Therefore, this performance measure can be considered as a best case.

Results of the evaluation are presented in Table 8.1. Two different values are reported for the pitch contours formation corresponding to a single run of the k-means algorithm and 10 repetitions. When the clusters in the transformed space are not well defined the k-means algorithm can get stuck in a local minima. This situation can be improved if several executions are performed but with different sets of initial cluster centroid positions and the best performing solution is returned (i.e. lowest centroid distances). It can be noticed that the k-means repetition consistently gives a slight performance increase.

In addition, precision and recall values are reported. Precision is computed as the mean score value of the estimations within the 3% threshold. Remaining frames are considered not recalled items, as well as melody labeled frames for which there is no pitch contour.

When visually inspecting the results for individual files it turned out that most melody labeled regions for which there were no estimated contours correspond to low salience portions of the F0gram (for instance, when a note vanishes). It seems that labels are
produced from monophonic files containing only the vocal melody and when mixed into a polyphonic track some regions are masked by the accompaniment. Figure 8.13 shows a detail of the current example where this situation can be appreciated. In order to take this into account the evaluation was repeated but ignoring low prominent melody frames. To do this a salience estimation was obtained for each labeled frame by interpolating the F0gram values. Then a global threshold was applied to discard those frames whose salience was below 30% of the F0gram maximum value (26% of the total frames).

Table 8.1: Results for the melody detection evaluation. The pitch contours are obtained from the three most prominent f0 candidates. An evaluation using F0gram peaks (1st to 3rd) without tracking is also reported.

<table>
<thead>
<tr>
<th>F0gram peaks</th>
<th>no salience threshold</th>
<th>30% salience threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>score</td>
<td>precision</td>
</tr>
<tr>
<td>1-2</td>
<td>83.38</td>
<td>96.85</td>
</tr>
<tr>
<td>1-3</td>
<td>90.34</td>
<td>97.91</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pitch contours</th>
<th>no salience threshold</th>
<th>30% salience threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 k-means</td>
<td>score</td>
<td>precision</td>
</tr>
<tr>
<td>10 k-means</td>
<td>83.21</td>
<td>90.38</td>
</tr>
</tbody>
</table>

| frames | 100% | 74% |

Figure 8.13: Some melody labeled regions of the example exhibit a very low salience (2.5-2.6 and 3.0-3.1 s).

The performance of the pitch contours formation by itself is quite encouraging. However, it decreases considerably compared to the values obtained before grouping F0gram peaks. The gap is reduced by restricting the evaluation to the most prominent peaks, which seems to confirm that low salience regions are troublesome for the algorithm. Visually inspecting the estimations for individual files gives the idea that most pitch contours are correctly identified. However, the evaluation results indicate the algorithm seems not to take full advantage of the information given by the F0gram peaks. Blindly relying on estimated $\alpha$ values no matter their corresponding salience is probably the most important shortcoming of the proposed algorithm.
8.2.4 Discussion and conclusions

In this chapter a novel way of performing pitch tracking in polyphonic audio was described. The technique is based on a local pitch estimation, called F0gram, that makes use of the Fan Chirp Transform. This representation aims at capturing pitch fluctuations and is particularly suited for the singing voice. Then contours are constructed by clustering local f0 estimates. The grouping is performed by applying a Spectral Clustering method since it can handle filiform shapes such as pitch contours. The proposed similarity measure takes advantage of the pitch change rate estimate provided by the FChT based F0gram. The determination of the number of clusters is tackled by an iterative approach, where the number of connected components is taken as an initial estimate and not compact enough clusters are further divided into an increasing number of groups. This strategy tends to isolate each spurious peak in single clusters, which are then ignored in the formation of pitch contours. Clustering is carried out for overlapped observation windows of a few hundred milliseconds and clusters from different time windows are linked if they share elements. In this way, groups that exhibit a coherent geometric structure emerge as pitch contours while the others are discarded.

The clustering approach to the tracking problem seems appealing because the solution involves the joint optimization of all the pitch contours present in a given time interval. Therefore, many sound sources can be tracked simultaneously and the number of contours and simultaneous sources can be automatically derived from the data. This differs from most classical multiple f0 tracking techniques in which each source is tracked in turn. In addition, the algorithm is unsupervised and relies on a few set of parameters. The influence of each parameter has not been fully assessed and the determination of optimal values should be tackled in future work. Preliminary results indicate that performance is not too sensitive to a particular setup configuration of some of them (e.g. number of candidates, k-means repetitions), but as it would be expected the values for $\sigma_{f0}$ have to be set with more care. It is important to notice that the algorithm has low computational cost given that efficient algorithms exist for solving generalized eigenvector problems as well as for the k-means step [105]. Results of a melody detection evaluation indicate the introduced technique is promising for pitch tracking and can effectively distinguish most singing voice pitch contours. There is still some room for improvement. In particular, other sources of information should be included in the similarity measure in order to take full advantage of the local pitch candidates. The estimation of the pitch change rate is less reliable for low salience peaks. This could be taken into account when computing similarity, for example by adjusting the $\sigma_{f0}$ value in accordance with the salience of the candidate.
Harmonic sounds extraction and classification

Thus far, the early stages of the alternative approach proposed for singing voice detection have been described. In particular, how the audio signal is analysed using the Fan Chirp Transform and the way in which the harmonic sounds present are pitch tracked. This chapter focuses on the remaining stages of the method. Firstly, the process of extracting the sounds corresponding to each of the identified pitch contours from the polyphonic audio mixture is presented. Then it describes and analyses the features that are computed from the extracted signals and how they are classified as being singing voice or not.

9.1 Sound source extraction

Recall from Chapters 7 and 8, that the FChT analysis of a signal frame produces a precise spectral representation in which the energy of a harmonic source is very concentrated, in the case that the chirp rate $\alpha$ closely matches the true pitch rate of the source. This was illustrated for synthetic harmonic sources in Chapter 7 (see Figures 7.7 to 7.11). In polyphonic music audio signals the accurate TF representation of pitched sounds can be exploited to separate harmonic sources from the audio mixture. A comparison of the FChT and the DFT spectra for a signal frame of polyphonic music is presented in Figure 9.1. The audio file is pop1.wav from the MIREX melody extraction test set, (which was already used in Chapters 7 and 8) and serves as an example throughout this section to illustrate the sound source extraction process. The $\alpha$ value for the FChT analysis is
tuned for the pitch change rate of the most prominent singing voice. The ideal location of harmonic positions for this source is indicated with vertical lines. As can be noticed, the FChT spectrum shows a much concentrated representation than the DFT for the prominent singing voice.

Figure 9.1: Comparison of the FChT and DFT spectra of a signal frame of polyphonic music. The $\alpha$ value is selected to match the pitch change rate of the most prominent sound source which is a singing voice. The location of the ideal harmonic positions is indicated with vertical lines.

The filtering process applied to extract a harmonic source is performed in the FChT spectral domain and is described in the following. Firstly, the harmonic ideal frequencies are computed, i.e. $f_n = nf_0$, $n = 1 \ldots N$, based on the fundamental frequency value $f_0$, which is known since the source has been pitch tracked. The maximum harmonic frequency $f_N$ and its corresponding harmonic number $N$ is limited by the analysis bandwidth that is set to 10 kHz for the FChT computation. Then the closest frequency bin $k_n$ of the FChT is identified for each harmonic frequency $f_n$, such that $k_n = \arg\left(\min\{\text{abs}(f_i - f_n)\}\right)$, where $f_i$ corresponds to each analysis frequency. The filtering can be done straightforwardly by constructing an FChT spectrum retaining only those $k_n$ frequency bins from the original spectrum, followed by inverse FFT to obtain the time domain signal $\hat{x}(t)$. However, since the frequency of the harmonic may not perfectly coincide with the frequency of the bin and given that a Hann window was applied to the warped signal frame (see equation 7.8), the energy of the frequency component is slightly spread over the neighbouring bins. For this reason, the filtered FChT spectrum is constructed by considering the $k_n$ frequency bin plus one additional bin on each side. That is, for each harmonic frequency $f_n$ three bins are retained, $\{k_n-1, k_n, k_n+1\}$. Notice that the filtering could also be done by estimating the frequency, amplitude and phase of each spectral harmonic component by means of sinusoidal modeling techniques [106] and synthesizing the time domain signal by directly evaluating complex exponentials. However, the above described method was preferred for simplicity and efficiency.
Given that the FChT spectrum of the signal $x(t)$ is obtained by computing the FFT of the time warped signal $\tilde{x}(t) = x(\phi^{-1}_\alpha(t))$, where $\phi^{-1}_\alpha(t)$ was defined in equation 7.9, then
the time domain signal yielded by the filtering process after the inverse FFT is a time warped signal. Therefore, the next step is to apply the inverse warping to the signal frame using the warping function \( \phi_\alpha(t) \) (introduced in equation 7.5),

\[
\phi_\alpha(t) = (1 + \frac{1}{2} \alpha t)
\]

where the \( \alpha \) value is known since it was determined in the FChT analysis. Regarding the discrete time implementation it is important to notice the following. Recall from section 7.3.2 that the finite length discrete signal frame \( \tilde{x}[m] \) is known in an equally spaced grid of time instants \( \tilde{t}_m \) in the warped time domain. The inverse warping is implemented by non-uniform resampling of \( \tilde{x}[m] \). An equally-spaced grid of time instants \( t_n \) is constructed in the unwarped time domain, and the corresponding time instants in the warped time domain are determined according to \( \tilde{t}_n = \phi_\alpha(t_n) \). Thus, the discrete signal \( \tilde{x}[m] \) has to be evaluated at time instants \( \tilde{t}_n \). As time instants \( \tilde{t}_n \) may not coincide with sampling times \( \tilde{t}_m \), the evaluation is performed using an interpolation technique. A linear interpolation is applied in the current implementation since it is computationally efficient and yields sufficiently accurate results. However, the approximation error can be reduced by using a better interpolation technique (e.g. splines).

Another issue that has to be taken into account is the inverse warping of the time limited window \( w(t) \) used in the FChT analysis. Since the windowing process is applied after the time warping in the FChT computation, when performing the inverse warping of a windowed signal frame the resulting window, i.e. the amplitude envelope, will be distorted. Moreover, the type of distortion is different for each chirp rate \( \alpha \) value, given that the inverse warping function is different. This is illustrated in Figure 9.2 for the Hann window. For this reason, when performing the classical overlap-add method for reconstructing a sliding window processed signal the amplitude envelope differs from the original one. This situation is depicted in Figure 9.3, for a harmonic chirp of constant amplitude whose fundamental frequency varies from 80 to 220 Hz according to the arctan function. In order to eliminate the unwanted amplitude variations the inverse warped window functions are computed for each signal frame. Then, they are combined using overlap-add to obtain the resulting global amplitude envelope. Finally, this envelope is used for inverse weighting the signal thus yielding the correct amplitude values, as shown in Figure 9.3.

The source extraction process is illustrated in Figure 9.4 for the most prominent singing voice of the \textit{pop1.wav} audio file from the MIREX melody extraction test set. The fundamental frequency and the chirp rates are derived from the available labels. This is done to assess the source filtering process without the influence of errors that could be introduced by the pitch tracking algorithm. The residual is obtained by subtracting in the time-domain the reconstructed main singing voice from the original audio mixture.
Figure 9.4: STFT-based spectrograms of a source separation example for an excerpt of the pop1.wav audio file from the MIREX melody extraction test set. The fundamental frequencies and the chirp rates for the analysis are derived from the available labels.
9.2 Features from extracted signals

Once the sounds are isolated from the audio mixture different features are computed in order to grasp those distinctive characteristics that may enable singing voice discrimination. The Mel Frequency Cepstral Coefficients (MFCC, see section 4.2.1) are considered, due to their ability to describe spectral power distribution and because they yielded the best results on the study presented in the first part of this dissertation. Besides, some acoustic features are proposed to describe continuous variations of pitch frequently found in a vocal performance.

It is important to notice that an implicit feature which characterizes extracted signals is its harmonicity, given the pitch computation and sound extraction process. Additionally, as it has been previously noted (see section 8.1.6), the pitch salience function favours harmonic sounds with a relatively high number of partials. This tends to highlight singing voice sounds which typically have a lot of prominent harmonics, over harmonic musical instruments whose spectral envelope may have a steeper decaying slope (e.g. a bass).

9.2.1 Mel Frequency Cepstral Coefficients

MFCC features are obtained in a similar way as described in section 4.2.1, but applied to the extracted sound instead of the audio mixture. In this way, they are supposed to better described spectral power distribution of individual sound sources in comparison to the global spectral characterization they provide when considering the original audio.

The parameters are the same as used in the first part of this dissertation. Signal frame length is set to 25 ms, using a Hamming window and the hop size is 10 ms. For each signal frame 40 mel scale frequency bands are used, from which 13 coefficients are obtained. The only difference is the analysis bandwidth which is set to 10 kHz (instead of 16 kHz) because this is the limit used for the FChT analysis.

Temporal integration of coefficients is also done in an early integration fashion, by computing statistical measures (median and standard deviation) of the frame-based coefficients within the whole pitch contour. Based on the results of the first part of this dissertation, first order derivatives (Δ, equation 4.1) are also included.

9.2.2 Pitch related features

A singer is able to vary the pitch of his voice continuously, within a note and during a transition between different pitches. In a musical piece, pitch variations are used by the performer to convey different expressive intentions and to stand out from the accompaniment. This is by no means an exclusive feature of the singing voice, since
there are many other musical instruments capable of the same behaviour. However, in a typical music performance where singing voice takes part as a leading instrument, for instance a popular song, continuous modulations of its fundamental frequency are of common use. In addition, the accompaniment frequently comprises fixed-pitch musical instruments, such as piano or fretted strings. Thus, low-frequency variations of a pitch contour are considered as an indication of singing voice. Nevertheless, since other musical instruments can also produce such modulations, this feature shall be combined with other sources of information for proper detection.

One of the most notable expressive vocal features is vibrato, which consist in a periodic modulation of pitch at a rate of around 6 Hz \[107\] (see Figure 9.5 for an example). It was previously used as a clue to detect singing voice, with a relative success \[24, 37\]. However, it is an expressive device not always found, being present mainly in the steady state of sustained sounds. Other pitch fluctuations take place in a typical vocal performance, such as continuous glissando or portamento, which is a slide between two pitches. In \[108\] different common variations in singing voice pitch are studied, in order to translate the continuous output of a pitch tracker (micro-intonation) to the actual sequence of notes performed (macro-intonation). Apart from the above mentioned pitch variations, others are identified, such as a device called spike, which is a monotonically increase followed by a monotonically decrease of pitch, often encountered in short note repetitions or as ornamental notes \[108\].

In order to describe the pitch variations, the contour is regarded as a time dependent signal and the following procedure is applied. The pitch values \(f_0\) are represented in a logarithmic scale, that is a fraction of semitones (using the same 16th semitone division
grid used for pitch tracking, see section 8.2.2.2). After removing the DC component by subtracting the mean value, the contour is processed by a sliding window and a spectral analysis is applied to each signal frame. The spectral analysis is performed by the Discrete Cosine Transform (DCT), according to,

\[ c[k] = w[k] \sum_{n=1}^{N} f_0[n] \cos \left( \frac{\pi(2n-1)(k-1)}{2N} \right), \quad k = 1 \ldots N, \quad w[k] = \begin{cases} \frac{1}{\sqrt{N}} & k = 1 \\ \frac{\sqrt{2}}{N} & 2 \leq k \leq N \end{cases} \]

Very similar results are obtained using the DFT, though the DCT is preferred since it allows for the analysis of components at intermediate DFT frequency bins. The frame length is set to \( \sim 180 \) ms which corresponds to \( N = 32 \) time samples, so as to have at least two frequency components in the range of a typical vibrato. The frames are highly overlapped, using a hop size of \( \sim 20 \) ms, i.e. 4 samples.

After analysing all the frames, the \( c[k] \) coefficients are summed up in a single spectrum \( \tilde{c}[k] \) as follows. Since we are interested in high values in low frequency, the maximum absolute value for each frequency bin is taken, namely \( \tilde{c}[k] \). However, it was observed that this over estimates frames with high low energy values that occasionally arise in noisy contours due to tracking errors. Thus, the median of the absolute value of each
frequency bin $\tilde{c}[k]$ is also considered and both spectra are combined as

$$\tilde{c}[k] = \frac{\hat{c}[k] + \bar{c}[k]}{2},$$

where

$$\hat{c}[k] = \max_i \{|c[k]_i|\},$$

$$\bar{c}[k] = \text{median}_i \{|c[k]_i|\}.$$

Examples of the behaviour of the pitch fluctuations analysis are provided in Figures 9.5 to 9.8. It is important to notice that Figure 9.8 is a counterexample of the proposed features, because a non-vocal instrument exhibits low frequency modulations. Then, two features are derived from this spectrum. The low frequency power (LFP) is computed as the sum of absolute values up to 20 Hz ($k = k_L$). Since well-behaved pitch contours do not exhibit prominent components in the high frequency range, a low to high frequency power ratio is considered (PR), which tries to exploit this property,

$$\text{LFP} = \sum_{k=1}^{k_L} \tilde{c}[k], \quad \text{PR} = \frac{\text{LFP}}{\sum_{k_{L+1}}^{N} \tilde{c}[k]}.$$  (9.1)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure.png}
\caption{Example of two vocal notes without vibrato but with low frequency modulation. The audio file is an excerpt from the file pop1.wav from the MIREX melody extraction test set. The summary spectrum $\hat{c}[k]$ is depicted at the bottom for each contour.}
\end{figure}

In addition, two pitch-related features are also considered apart from the above described. One of them is simply the extent of pitch variation, which is computed as,

$$\Delta f_0 = \max(f_0[n]) - \min(f_0[n]),$$
Harmonic sounds extraction and classification

F0gram and pitch contours

Time (s)

Frequency (Hz)

0.5 1 1.5 2 2.5
349.23 392.00 440.00 493.88 554.37 622.25 698.46 783.99 880.00

Figure 9.8: Example of two guitar notes of an audio file from the training database described in section 9.3.1. It serves as a counterexample of the proposed features, since a non-vocal instrument exhibit low frequency modulations. Pitch modulation descriptors must be combined with other source of information for proper classification.

where $f_0[n]$ are the pitch values of the contour (frequency values in a logarithmic scale). The other is the mean value of pitch salience along the contour, that is,

$$\text{Salience} = \text{mean}\{\rho(f_0[n])\}.$$

This gives an indication of the prominence of the sound source, but it also includes some additional information. As previously noted, pitch salience computation favours harmonic sounds with high number of harmonics, such as the singing voice. Besides, following [74], a pitch preference weighting function was introduced in salience computation to highlight most probable values for a singing voice. To do this, salience is weighted by a Gaussian function centered at MIDI note 60 (C4) and with a standard deviation of an octave and a half. These values were selected considering the singing voice main melody pitch distribution of two labeled databases: the singing voice files of the MIREX melody extraction test set and the RWC Popular Music database [98]. To favour generalization the standard deviation was tripled, as shown in Figure 9.9.

Figure 9.9: Pitch preference function (mean = 60, stdev = 18) and singing voice melody pitch histogram for RWC Popular and MIREX melody extraction test data.
9.3 Classification methods

9.3.1 Training database

A database of isolated vocal and non-vocal sounds has to be used for training the classifier. Initially the training dataset constructed for the first part of this dissertation was considered for this purpose, i.e. the 1000 one second length audio segments. The idea was to apply the source extraction front-end to each audio segment and to build the training database with the obtained sounds. This would be desirable because it enables a comparison of the singing voice detection approaches using the same training data. However, some problems were encountered. First of all, given that the music fragments are polyphonic audio mixtures, vocal labeled instances may contain several harmonic pitch contours, some of which could be non-vocal sounds from the accompaniment. For this reason, after applying the source extraction front-end to each of these vocal audio segments the resulting sounds have to be aurally inspected to decide if they shall be classified as vocal or not, which is time consuming. This was attempted, notwithstanding, but a second problem was encountered. The short length of the audio segments constrains the performance of the source extraction front-end. For instance when a pitch contour is only present in a relatively small portion of the fragment (e.g. due to the presence of unvoiced sounds) the pitch tracking sometimes fails. Therefore, a rather significant number of the training examples should be inevitably discarded, preventing the comparison of the approaches with the same training patterns. All of this motivated the construction of a new training database.

An interesting property of the sound source extraction classification approach is that monophonic audio clips can be used for training, that is music in which either a single singing voice or other musical instrument takes part. This constitutes an important advantage over the classical polyphonic audio approach. There is a lot of monophonic music material available, from a cappella and instrumental solo performances [98], to musical instruments databases [109, 110] and multi-track recordings [111]. Moreover, collecting such a database requires much less effort than manually labeling songs.

Following the above approach an audio training database was built based on more than 2000 audio files, comprising singing voice on the one hand and typical musical instruments found in popular music on the other. Instead of musical instruments databases, in which each note in the chromatic scale is recorded along the whole register of the instrument, more natural performances where preferred such as a cappella music, multi-track recordings, and short commercial audio clips intended for video and music production.\footnote{Such as the ones found at \url{http://www.producerloops.com/}.} This is because musical instruments databases recorded note by note usually lack the expressive nuances found in a real music performance, for instance some of the typical pitch fluctuations previously described.
The procedure for building the database involves the FChT analysis followed by pitch tracking and sound source extraction. Most important parameters for this front-end are: 10 kHz analysis bandwidth, 21 chirp rate $\alpha$ values in the interval $[-5,5]$ and a 16th semitone $f_0$ grid extending over four octaves (from $E_2$ to $E_6$). After source extraction, MFCC and pitch-related features are computed on the synthesized harmonic sources.

When inspecting the resulting extracted sounds it turned out that several of them exhibit very low energy, almost inaudible in some cases. This is because unlike the polyphonic case there are no interfering sounds in the training examples. Hence the signal to noise ratio is high, enabling the tracking algorithm to detect even very low prominent sounds. Therefore, some of the resulting contours were discarded based on their energy, as they were not considered valid training examples. For this purpose a threshold on the median of the first MFCC coefficient was applied, since it describes the overall energy of an audio frame. Furthermore, too short extracted sounds were also discarded, by means of a threshold of $\sim 200$ ms. This was done in order to be able to perform the pitch variations analysis described in section 9.2.2 for all the instances of the training database. Finally a database of 13598 audio sounds was obtained, with a mean duration of 0.57 second and a standard deviation of 0.51 second, where vocal/non-vocal classes are exactly balanced (50% of each).
9.3.2 Classifiers and training

First of all, it is interesting to assess the discriminating ability of the proposed pitch-related features on the training patterns. For this purpose, histograms and box-plots are presented in Figure 9.10 for all the pitch-related features considered. Although it was already stated that these features have to be used with other sources of information for proper classification, it seems they are informative about the class of the sound. In addition, simple classification experiments were conducted to further study the information provided. Using only these pitch-related features two simple classifiers, namely an SVM operating as a linear discriminant and a k-NN, are trained and tested using 10-fold CV on the training data. The linear discriminant is obtained by a Polynomial Kernel SVM with a kernel exponent $d = 1$ and a penalty factor $C = 1$ (see section 6.1.4). The number of nearest neighbors is set to $k = 5$ after selection by cross-validation. Results are reported on Table 9.1. The performance is quite encouraging, though an estimate based on training data despite the cross-validation is probably over optimistic.

<table>
<thead>
<tr>
<th>SVM classifier (linear discriminant)</th>
<th>k-NN classifier (k=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>classified as</td>
<td>classified as</td>
</tr>
<tr>
<td>vocal</td>
<td>non-vocal</td>
</tr>
<tr>
<td>class</td>
<td></td>
</tr>
<tr>
<td>vocal</td>
<td>6376</td>
</tr>
<tr>
<td>non-vocal</td>
<td>439</td>
</tr>
</tbody>
</table>

Table 9.1: Percentage of correctly classified instances and confusion matrix obtained by 10-fold CV on the training dataset for each classifier using only the pitch-related features. The rows of the matrix correspond to the actual class of the audio sound and the columns indicate the classifier hypothesis.

A feature selection experiment was conducted on the pitch-related features using the Correlation Based feature selection method and the Best First searching algorithm (see section 5.3.1). The best resulting subset of features is the complete set, indicating all features provide some sort of information according to this selection criteria. In the case of the MFCC features, no selection was attempted in order to use the same set of features that reported the best results for the singing voice detection approach described in the first part of this dissertation. The only differences are the analysis bandwith, constrained by the sound source extraction front-end to 10 kHz, and the elimination of the first MFCC coefficient which was used for filtering the training database and is a measure of the overall energy of an audio frame of the sound. As it happened when analysing polyphonic audio segments (see Figure 5.4), classes seem to be rather overlapped in the training patterns by considering three of the most discriminative MFCC features, as shown in Figure 9.11.
An SVM classifier with a Gaussian RBF Kernel, $k(x, x') = e^{-\gamma \langle x - x', x - x' \rangle^2}$, was selected for further classification experiments. This type of classifier was one of the best in performance in the evaluations conducted in Chapter 6. Optimal values for the $\gamma$ kernel parameter and the penalty factor $C$ were selected by grid-search, in a similar way as described before (see Figure 6.7), for each set of features.

Two different sets of features were considered: the MFCC features alone, and with the addition of the pitch-related features. Performance estimated by 10-fold CV on the training set is presented in Table 9.2 as well as the classifier parameters.

<table>
<thead>
<tr>
<th></th>
<th>MFCC (50 features)</th>
<th>MFCC + Pitch (54 features)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>vocal</td>
<td>non-vocal</td>
</tr>
<tr>
<td>class</td>
<td>6671</td>
<td>128</td>
</tr>
<tr>
<td>vocal</td>
<td>123</td>
<td>6676</td>
</tr>
</tbody>
</table>

correctly classified 98.2% correctly classified 99.3%

classifier parameters: $\gamma = 2, C = 4$ classifier parameters: $\gamma = 1, C = 16$

Table 9.2: Percentage of correctly classified instances and confusion matrices obtained by 10-fold CV on the training dataset for the MFCC set and with the addition of pitch-related features using an SVM classifier. The rows of each matrix correspond to the actual class of the audio sound and the columns indicate the classifier hypothesis.
Some remarks can be made on these results. Firstly, that the performance is encouraging, though it has to be taken with caution since it is based on training data. Then, that the pitch-related features seem to contribute to the discrimination between classes, specially considering that an increase of 1% is more relevant in such a high performance level. Finally, that the confusion matrix is well balanced in either case, indicating there seems not to be a bias in classification.

### 9.3.3 Classification of polyphonic music

The training database consists of isolated monophonic sounds, but the goal of the system is to classify polyphonic music. In order to do that, the following procedure is performed. First of all, the sound source extraction front-end is applied. This comprises the time-frequency analysis by means of the FChT, the polyphonic pitch tracking and the resynthesis of the sound corresponding to each of the identified contours. After that, MFCC and pitch-related features are computed on every extracted sound and they are classified to either being vocal or not.

A time interval of the polyphonic audio file is labeled as vocal if any of the identified pitch contours it contains is classified as vocal. This is shown in the classification examples of Figures 9.12 and 9.13. When manual labeling a musical piece, very short pure instrumental regions are usually ignored. For this reason, the automatic labels are further processed and two vocal regions are merged if they are separated by less than a certain amount of time, which was experimentally set to 500 ms. Note, however, that this sometimes introduces unwanted false positives, as shown in Figure 9.15. It is important to notice that manually generated labels include unvoiced sounds (i.e. not pitched, such as fricative consonants). Although this type of sounds are shrunk when singing, this constitute a systematic source of errors of the proposed approach that should be tackled by also modeling unvoiced singing voice sounds.

The SVM Gaussian RBF kernel classifier trained only on MFCC features, which was presented in Table 9.2, is used for testing classification performance on polyphonic music. It is also important to assess the impact of the inclusion of pitch-related features on classifying polyphonic music. In order to do that the following issue has to be taken into account. The analysis of pitch fluctuations described in section 9.2.2 imposes a certain minimum contour length, otherwise non existing information would be drawn. For this reason a threshold of ~ 200 ms is applied and pitch fluctuations analysis is avoided for shorter segments. In those cases only $\Delta f_0$ and Salience are used as pitch-related features. Therefore, two different classifiers are trained to include pitch features (along with the MFCC coefficients), one which considers all of them, i.e. LFP, PR, $\Delta f_0$ and Salience, and the other which handles only the latter two. When processing polyphonic music the classification system applies the corresponding classifier based on pitch contour length.
In the following section an evaluation is presented which compares this system to the one which uses only MFCC features for polyphonic music classification.

Figure 9.12: Example of automatic classification for a Blues song excerpt from the testing dataset. It comprises singing voice, piano, bass and drums. Singing voice notes are correctly distinguished from piano and bass notes that also appear in the F0gram.

Figure 9.13: Example of automatic classification for a fragment of the song *For no one* by The Beatles. A singing voice in the beginning is followed by a French horn solo. There is a rather soft accompaniment which is almost not present in the F0gram.
9.4 Evaluation and results

An evaluation was conducted to estimate the performance of the classification approach applied on polyphonic music audio files, and to assess the usefulness of the proposed pitch-related features. For this purpose a validation database of 30 audio fragments of 10 seconds length was utilized [VALID2], a subset of the data used for validation in our preliminary work [45]. Music was extracted from Magnatune\textsuperscript{2} recordings and files are distributed among songs labeled as: blues, country, funk, pop, rock and soul. A few musical genres were discarded, such as heavy-metal or electronica, because of the high density of sources and the ubiquity of prominent noise-like sounds, what makes the pitch tracking rather troublesome.

Only the three most prominent local $f_0$ candidates were considered for pitch tracking. The configuration of the sound source extraction front-end was the same as for building the training database (see section 9.3.1). Pitch contours shorter than $\sim 90$ ms were discarded and no threshold on the salience or energy of the extracted sounds was applied.

Classification results are presented in Table 9.3 for each set of features using an SVM classifier. Performance is measured as the percentage of time in which the manual and automatic classification coincides. The addition of the information related to pitch produces a noticeable performance increase in the overall results, as well as for almost every file of the database, as shown in Figure 9.14.

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Correctly Classified</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC (50 features)</td>
<td>71.3%</td>
</tr>
<tr>
<td>MFCC + Pitch (54 features)</td>
<td>78.0%</td>
</tr>
</tbody>
</table>

Table 9.3: Classification performance for both set of features measured as the percentage of time in which the manual and automatic classification coincides.

Figure 9.14: Classification performance for each file of the database. The addition of the pitch-related features provides a performance increase for almost every file.

\textsuperscript{2}http://magnatune.com/
Harmonic sounds extraction and classification

Figure 9.15: Example of automatic classification for an excerpt of the file pop1.wav from the MIREX melody extraction set. Note that since close vocal regions are merged when producing the automatic labels the short pure instrumental interval is ignored.

The impact of the addition of the pitch-related features is also shown in the example of Figure 9.15 for the file pop1.wav from the MIREX melody extraction test set (used for illustrating the pitch tracking algorithm in Chapter 8). It consists of three simultaneous prominent singing voices in the first part followed by a single voice in the second part, and a rather soft accompaniment without percussion. The leading singing voice is correctly identified but the backing vocals are wrongly classified as instrumental sounds. This is not very surprising since they exhibit almost no pitch modulations and are arguably intended to be part of the accompaniment of the leading voice.

Another example of the effect of the pitch-related features is presented in Figure 9.16 for a Jazz audio excerpt from the testing database. It consists of a saxophone solo with piano, bass and drums. The classification using only MFCC features produces several false positives. This situation is improved by the addition of pitch-related features, though some notes are still misclassified. In order to improve the proposed system this type of examples has to be carefully studied in order to understand the underlying causes for the remaining classification errors.
Figure 9.16: Example of automatic classification of a Jazz audio excerpt, with a leading saxophone, piano, bass and drums. The classification using only MFCC features (above) produces several false positives, some of which are removed by introducing the pitch-related features (below).
9.5 Discussion and conclusions

A front-end for harmonic sound sources extraction from polyphonic music was presented, that makes use of the time-frequency analysis methods and the polyphonic pitch tracking algorithms described in the two previous chapters. The extracted sounds are then classified as being vocal or not. For this purpose the classical MFCC features, which reported the best results in the study conducted in the first part of this dissertation, are applied. In addition, some new features are proposed intended to capture characteristic of typical singing voice pitch contours. A database of monophonic sounds was built and their corresponding acoustic features were computed in order to train different classifiers for the singing voice detection problem. The usefulness of the pitch-related features was assessed on the training dataset as well as on polyphonic music files. Results obtained indicate that these features provide additional information for singing voice discrimination.

There are significant differences between the estimated performance on the training data and that obtained when testing the system on polyphonic music. This is to be expected for many reasons. First of all, the performance measure is different. For the training data it accounts for the amount of correct and false classifications given isolated sounds. In the case of polyphonic music the performance measure is computed as the percentage of time in which the manual and automatic labels coincide. This introduces many others sources of error. The proposed source extraction approach ignores unvoiced sounds which are nonetheless manually labeled in the polyphonic music examples. In addition, pitch tracking errors are a critical point in performance. As it was observed in the evaluation presented in Chapter 8 section 8.2.3, low prominent sounds are troublesome for the algorithm and when a note gradually vanishes the pitch tracking may stop prematurely. Other kind of situations were also observed, such as superpositions or continuations of notes from different instruments, for instance when a singing voice is followed by an instrumental solo and the same pitch is used in the transition (such as in the example of Figure 9.13 but with a coincident pitch). This type of problems should be taken into account when forming pitch contours, and could be improved by considering timbre information in the pitch tracking algorithm, as proposed in [112].

In addition, there is probably other reason for the high performance results obtained by 10-fold CV on the training database. Given the process of building the database there is some redundancy, in the sense that a certain instrument or voice timbre is represented by several sounds. This makes the 10-fold CV performance estimation less reliable since the training folds are likely to contain very similar instances to that of the testing fold in each iteration. Although this seems to be a shortcoming of the performance estimation method rather than a problem of the training database, a more compact set would be desirable in terms of training time and data storage. Selecting a small representative subset of a large dataset without degrading classification performance is
not a trivial task that can be tackled by means of data condensation techniques [113]. Anyway, the training database should be enriched and broadened in order to increase its generalization ability. This would also call for data condensation to manage an even larger dataset.

More experiments are needed to better assess the performance of the proposed technique and the influence of each processing step and parameter. For example, only the three most prominent local fundamental frequency candidates where considered in the reported results. This assumes the singing voice is almost always the most prominent sound, because as it was observed in the pitch tracking simulations (see the example of Figure 8.11) some local fundamental frequency candidates tend to appear as secondary peaks of the most prominent sounds instead of representing the less prominent ones. A performance increase would be expected by considering more local fundamental frequency candidates, but this should be tested.

In addition, other source of information should be taken into account in order to devise acoustic features for singing voice detection. With regards to this, the proposed approach enables the exploration of features that are commonly applied in monophonic sounds classification and could not be addressed in polyphonic sound mixtures.

An interesting property of the proposed singing voice detection approach is that it not only delivers labels but also isolated sounds from the polyphonic mixture. As a by product of this research an automatic singing voice extraction system is obtained. The extracted sounds identified as singing voice can be subtracted from the polyphonic mixture providing a residual signal with the remaining sounds. This produces very good results in several cases, mainly in low polyphonies where singing voice can be tracked appropriately. This has many applications in music processing. Two automatic singing voice separation examples are shown in Figures 9.17 and 9.18, for audio excerpts previously introduced. More examples including the audio files are provided at http://iie.fing.edu.uy/~rocamora/mscthesis/.
Figure 9.17: Automatic singing voice separation example for a fragment of the song *For no one* by The Beatles. A singing voice in the beginning is followed by a French horn solo. There is a rather soft accompaniment where bass notes are clearly visible.
Figure 9.18: Automatic singing voice separation example for a fragment of a Blues song excerpt which was introduced in Figure 9.12. Apart from the singing voice, piano, bass and drums are also present.
10 Discussion and conclusions

10.1 Summary and comparison of the proposed approaches

This dissertation tackled the problem of singing voice detection in polyphonic music. Based on a review of the existing literature the most standard approach to address the problem was implemented, that is, a classical pattern recognition system based on acoustic features computed from the polyphonic music signal. Most of those features are different ways of describing the spectral power distribution of the audio signal, thus characterizing sound mixtures of musical instruments. The signal is processed in frames and acoustic features are computed for each of them. The audio file is divided into short segments which are classified as either being vocal or non-vocal, based on statistical measures of the feature values within the segment. From the study on the features reported to be used for the problem Mel Frequency Cepstral Coefficients (MFCC) were selected for the implementation of the system. In addition a Support Vector Machine (SVM) was the classifier adopted from the ones analysed, being trained on a database of polyphonic audio segments of each class.

Among the various possible research directions to follow in order to improve this basic approach, the separation of sound sources from the audio mixture was selected as a promising option. This was based on the hypothesis that sound sources could be better characterized after being isolated from the sound mixture, and this in turn would provide an improved classification performance. Therefore, in the second approach implemented for addressing the problem, a harmonic sound sources extraction front-end
was proposed to deal with polyphonic music. A non-traditional time-frequency representation was implemented, namely the Fan Chirp Transform (FChT), which is devised for analysing non-stationary harmonic sound sources. This is done to better representing the singing voice, which typically exhibits rapid pitch fluctuations. Then, a polyphonic pitch tracking algorithm, which tries to identify and follow the most prominent harmonic sound sources in the audio mixture, was proposed. This comprises the computation of a pitch salience function which provides local fundamental frequency candidates and their temporal integration into pitch contours by means of an unsupervised clustering technique. The identified sources are retained in the FChT spectral domain and resynthesized. On these extracted sounds the classical MFCC features are computed, as well as some new features that are proposed to exploit information on pitch evolution and prominence. Finally, the extracted sounds are classified using an SVM trained on a database of monophonic sounds.

Some final evaluation experiments were conducted to compare the performance of the proposed approaches, which is reported in Figure 10.1. The test data used comprises four different sets of labeled polyphonic music. Each classification approach was validated during its development with different audio files (sections 6.3 and 9.4). Both of these validation datasets are included in the evaluation experiments, namely [VALID1] and [VALID2], which are the 30 songs from the albums *Abbey Road* and *A Hard Day’s Night* by The Beatles and the 30 audio fragments of 10 seconds length from Magnatune recordings, respectively. In addition, a dataset of 46 songs [TEST1], which was used for testing in our preliminary study [45], is considered. Music in this set comprises 7 different singers and includes folk, hip-hop, pop and rock. The last set [TEST2] is a group of 16 songs from the Jamendo free music sharing website, that was used for testing in [32] and is kindly provided by the authors.

![Figure 10.1: Performance of the proposed systems for each dataset, measured as the percentage of time in which the manual and automatic classification coincides.](http://www.mathieuramona.com/wp/data/jamendo)

The obtained results indicate the performance of both systems is similar, though minor differences are observed depending on the testing dataset. For example, the source extraction approach shows the best achieved performance on the [VALID2] database, which is probably related to the fact that some musical genres where avoided in this
set to favour the correct pitch tracking of harmonic sound sources. In the case of [VALID1] and [TEST1] databases the first approach yields better results but by a small margin. By inspecting the differences in performance for each song it turned out that some audio files included in both sets are evidently problematic for the source separation approach, mainly regarding the degree of polyphony. For example considering only three fundamental frequency candidates is clearly insufficient for pitch tracking the multiple and duplicated singing voices present in *Carry that weight* or *Because* by The Beatles, in which none of them is necessarily the leading one thus produce a constant alternation of the local pitch hypothesis between different sources. Other difficult examples include *High on Rebellion* by Patti Smith, in which besides several singing voices there are loud and distorted electric rhythm guitar sounds during the whole song. Besides, the system is not well suited for the speech-like singing style of hip-hop, in which notes are generally short and with a high number of unvoiced sounds. In brief, as it would be expected, the source separation approach is appropriate for low polyphonies in which a leading singing voice is identified. In those cases, as it seems to be confirmed by the results on the [VALID2] dataset, it can improve the results of the classical approach. However, further experiments are needed to be able to provide more evidence on this.

The lowest performance are obtained with the [TEST2] dataset, where the source separation approach yields a slightly better performance. The difference compared to the other testing databases is probably due to the type of music it contains or it may be related to the fact that this set is coded in OGG Vorbis at 112 kbps which is a relatively low quality. A more rigorous study on the databases and the performance on the individual audio files is needed to account for the observed differences. In addition, it is difficult to compare these results with the ones reported in other research work because there is no standard dataset or evaluation procedure, but this should be tackled in future work.

### 10.2 Critical discussion on the present work

In this work the most standard existing approach for singing voice detection was studied and a considerable effort has been put into the improvement of its performance by considering different features and classifiers. A study was conducted in which almost all the different features reported to be used for the problem were gathered and compared under equivalent conditions to assess its usefulness, applying various techniques for feature selection, extraction and combination. As a result, the MFCC features were identified as the most appropriate for the singing voice detection problem. A preliminary report on this study [45] served as a reference for other research works on the subject [24, 38, 39] which tried to improve on the results provided by the MFCC features without success. This preliminary study was later extended yielding analogous results, as reported in Chapter 5. In a similar way, various classification methods were applied to the problem
and their parameters finely tuned, without obtaining a significant performance increase. In addition, although different attempts were made no other type of features were obtained that proved to be appropriate for the problem. In short, relatively encouraging results are obtained with this simple pattern recognition system, but it turned out to be difficult to go beyond the achieved performance by attempting variations on the same approach, which calls for a new paradigm for addressing the problem. This kind of glass ceiling effect was observed in other similar music information retrieval problems [10].

Anyway, many aspects of the standard approach for singing voice detection were not tackled within this work and surely deserve further attention. For instance, the temporal integration of frame level features is performed in a very simple way and there is some room for improvement in better modeling the temporal evolution of features. Besides, it would be important to shed some light on what type of information relevant for this particular problem are the MFCC features capturing, beyond the evident description of the spectral power distribution. This may lead to some improvements on the computation of specifically devised acoustic features.

A novel way of addressing the singing voice detection problem was proposed within this dissertation, which involves the separation of harmonic sound sources from the polyphonic audio mixture. Although the results of some tests are encouraging, a drawback of this approach is that it introduces new challenges and is prone to different sources of error that have a negative impact on the overall performance (e.g. pitch tracking errors). On the other hand, it provides a better insight of possible opportunities for improvement, since errors tend to be more interpretable than for the classical pattern recognition approach (e.g. deficiency of the time-frequency analysis, shortcomings of the pitch salience function, pitch tracking algorithm limitations). More work is needed to better analyse those sources of errors. In particular it is necessary to design experiments that discriminate between pitch tracking errors and wrong classifications (such as the ones in Figure 9.16). Another contribution of the present work is a simple set of pitch related features that seem to be appropriate for the singing voice detection problem, but that should be further developed.

It is interesting to note that the computational effort of the second approach is several orders of magnitude higher than for the first one. This was not considered very relevant in this research but it should be tackled in future work. The most heavy task of the source extraction front-end is the computation of the several FChT instances, and although its implementation is rather efficient there are many alternatives to improve it further.
10.3 Conclusions and future work

One of the main conclusions of the present work is that no improvements on singing voice detection performance are easily obtained by variations on the usual pattern recognition system based on acoustic features computed from audio sound mixtures. In addition, it was observed that the approach proposed herein which involves the harmonic sound sources separation followed by their classification seems a feasible alternative, though much work is needed to improve performance results and solve its main limitations.

An advantage of the sound source separation approach is that it enables the application of other acoustic features for describing isolated sounds that are otherwise obscured in the polyphonic sound mixture. In this sense, the estimation of formants in the extracted sounds is an interesting direction for future work. A distinctive characteristic of the singing voice is that formants are changed continuously by modulations of the vocal tract resonances. Some preliminary experiments were conducted on this by using recently proposed spectral envelope estimation techniques [114] and several challenging practical issues arise. Firstly, the validation of spectral peaks as true formants is not a trivial task [115]. Secondly, temporal tracking formant locations is somehow troublesome, considering that they dynamically emerge and disappear [116]. Finally, appropriate ways of using this information for singing voice detection have to be devised.

Above all, there is a need for a thorough study on the distinctive features that human beings exploit in order to recognize singing voice sounds. This implies taking into account psychoacoustic and cognitive information which was not yet considered, and would surely demand an important research effort. The work reported in [40] is the kind of music perception experiment that should be conducted, but which has almost not been addressed up to the moment.

As an interesting outcome of this research work an automatic singing voice separation system is obtained which yields very promising results, mainly in low polyphonies where singing voice can be tracked appropriately. The improvement of this tool and its application to different music scenarios are the most appealing ideas for future research.
In the following we provide a list of publications associated with this dissertation in which its author has participated. Electronic versions of all of them are available from http://iie.fing.edu.uy/publicaciones/.

1. **Authors:** Martín Rocamora, Pablo Cancela  
   **Title:** Pitch tracking in polyphonic audio by clustering local fundamental frequency estimates  
   **Conference:** Brazilian AES Audio Engineering Congress, 9th. São Paulo, Brazil  
   **Year:** 2011  
   **Related to chapter:** 8  
   **Abstract:** A novel way of performing pitch tracking by means of clustering local fundamental frequency \( f_0 \) candidates is described. The technique is based on an existing pitch salience representation for polyphonic music called F0gram which relies on the Fan Chirp Transform. The grouping is performed by applying a Spectral Clustering method, since it can handle filiform shapes such as pitch contours. The approach seems appealing since many sound sources can be tracked simultaneously and the number of contours and sources is derived from the data. Results of a melody detection evaluation indicate the introduced method is promising, despite that various aspects of the technique deserve further work.

2. **Authors:** Pablo Cancela, Ernesto López, Martín Rocamora  
   **Title:** Fan chirp transform for music representation  
   **Conference:** Int. Conf. on Digital Audio Effects, 13th. DAFx-10. Graz, Austria  
   **Year:** 2010  
   **Related to chapter:** 7 and 8  
   **Abstract:** In this work the Fan Chirp Transform (FChT), which provides an acute representation of harmonically related linear chirp signals, is applied to the analysis
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of pitch content in polyphonic music. The implementation introduced was devised to be computationally manageable and enables the generalization of the FChT for the analysis of non-linear chirps. The combination with the Constant Q Transform is explored to build a multi-resolution FChT. An existing method to compute pitch salience from the FChT is improved and adapted to handle polyphonic music. In this way a useful melodic content visualization tool is obtained. The results of a frame based melody detection evaluation indicate that the introduced technique is very promising as a front-end for music analysis.

3. Authors: Pablo Cancela, Martín Rocamora, Ernesto López
Title: An efficient multi-resolution spectral transform for music analysis
Year: 2009
Related to chapter: 7
Abstract: In this paper we focus on multi-resolution spectral analysis algorithms for music signals based on the FFT. Two previously devised efficient algorithms (efficient constant-Q transform [1] and multiresolution FFT [2]) are reviewed and compared with a new proposal based on the IIR filtering of the FFT. Apart from its simplicity, the proposed method shows to be a good compromise between design flexibility and reduced computational effort. Additionally, it was used as a part of an effective melody extraction algorithm.

4. Authors: Martín Rocamora, Perfecto Herrera
Title: Comparing audio descriptors for singing voice detection in music audio files
Conference: Brazilian Symposium on Computer Music, 11th. São Paulo, Brazil
Year: 2007
Related to chapter: 4, 5 and 6
Abstract: Given the relevance of the singing voice in popular western music, a system able to reliably identify those portions of a music audio file containing vocals would be very useful. In this work, we explore already used descriptors to perform this task and compare the performance of a statistical classifier using each kind of them, concluding that MFCC are the most appropriate. As an outcome of our study, an effective statistical classification system with a reduced set of descriptors for singing voice detection in music audio files is presented. The performance of the system is validated using independent datasets of popular music for training, validation and testing, reaching a classification performance of 78.5% on the testing set.
The following is a unified list of all the audio databases used within this thesis work.

1. **Identifier:** [TRAIN1]  
   **Source:** Developed during this thesis work  
   **Related to chapter:** 5 and 6  
   **Format:** 44,100 Hz, 16 bits, WAV  
   **Description:** It was built by automatically extracting short audio excerpts from music recordings and manually classifying them into vocal and non-vocal. Three different excerpt-length sets were constructed of 0.5, 1 and 3 seconds length. A vocal excerpt is discarded if it does not contain vocal sounds for at least more than 50% of its length. The non-vocal excerpts do not have any aurally identifiable vocal sound. All different-length sets contain 500 instances of each class. Music utilized belongs to a music genres database comprising alternative, blues, classical, country, electronic, folk, funk, heavy-metal, hip-hop, jazz, pop, religious, rock and soul. In addition, approximately 25% of pure instrumental and a cappella music was also added. The music genres database was provided by the Music Technology Group, Pompeu Fabra, Barcelona.

2. **Identifier:** [TRAIN2]  
   **Source:** Developed during this thesis work  
   **Related to chapter:** 9  
   **Format:** 44,100 Hz, 16 bits, most WAV and some MP3 at different coding rates  
   **Description:** Database based on more than 2000 monophonic audio files, comprising singing voice on the one hand and typical musical instruments found in popular music on the other, comprising a cappella music, multi-track recordings, and commercial audio clips from different sources. The proposed sound source extraction front-end was applied to each file and some of the sounds obtained were discarded based on energy and duration. Finally a database of 13598 audio sounds was obtained where vocal/non-vocal classes are exactly balanced (50% of each).
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3. **Identifier:** [VALID1]
   **Source:** Developed during this thesis work
   **Related to chapter:** 9 and 10
   **Format:** 44,100 Hz, 16 bits, Ogg Vorbis 128 kbps
   **Description:** The 30 songs corresponding to the albums *Abbey Road* and *A Hard Day’s Night* by The Beatles where manually labeled for vocal/non-vocal regions.

4. **Identifier:** [VALID2]
   **Source:** Provided by the Music Technology Group, Pompeu Fabra, Barcelona
   **Related to chapter:** 6 and 10
   **Format:** 44,100 Hz, 16 bits, MP3 256 kbps
   **Description:** A set of 30 audio fragments of 10 seconds length manually annotated, which is a subset of the data used for validation in our preliminary work [45]. Music was extracted from Magnatune recordings and files are distributed among songs labeled as: blues, country, funk, pop, rock and soul.

5. **Identifier:** [TEST1]
   **Source:** Provided by Sira Ferradáns from the Music Technology Group, Pompeu Fabra, Barcelona
   **Related to chapter:** 10
   **Format:** 44,100 Hz, 16 bits, MP3 192 kbps
   **Description:** Manually labeled database of 46 popular songs performed by 7 different singers in the musical genres of folk, hip-hop, pop and rock.

6. **Identifier:** [TEST2]
   **Source:** Provided by Mathieu Ramona [32]
   **Related to chapter:** 10
   **Format:** 44,100 Hz, 16 bits, OGG Vorbis 112 kbps
   **Description:** The test set of the complete database was selected, comprising 16 songs. It is available from [http://www.mathieuramona.com/wp/data/jamendo](http://www.mathieuramona.com/wp/data/jamendo). Description provided by the author: “We have collected a set of 93 songs with Creative Commons license from the Jamendo free music sharing website, which constitute a total of about 6 hours of music. The files are all from different artists and represent various genres from mainstream commercial music. Each file has been manually annotated by the same person with high precision, with the Transcriber free software, developed for the annotation of speech transcription. The jamendo audio files are coded in stereo Vorbis OGG 44.1 kHz with 112 kbps bitrate. The files are divided into three non-overlapping sets, a training set, a validation set and a testing set, composed respectively of 61, 16 and 16 songs.”

7. **Identifier:** [MIREX melody extraction test set]
   **Source:** Provided by MIREX Evaluation Campaign [90]
   **Related to chapter:** 8
   **Format:** 44,100 Hz, 16 bits, WAV
   **Description:** The files containing vocals from the MIREX melody extraction test set were selected. It comprises 21 music excerpts for a total duration of 8 minutes and is publicly available from [http://www.music-ir.org/mirex/](http://www.music-ir.org/mirex/).
The aim of this appendix is to establish the value of the attenuation factor \( a \) in equation 8.3, in order to suppress the spurious peak of \( \rho_1(f_0) \) at \( F_0/2 \). The same idea can be used to derive the attenuation value at other submultiples.

Following the same reasoning used in [84] appendix B, consider a single harmonic sound source of fundamental frequency \( F_0 \), \( n_H \) harmonics and log-energy \( \log X^2 \).

Computing \( \rho_0(f_0) \) for multiples and submultiples of \( F_0 \) gives,

\[
\begin{align*}
\rho_0(kF_0) &\approx \log X^2 \\
\rho_0(F_0) &= \log X^2 \\
\rho_0(F_0/2) &= \frac{\log X^2}{2} + \frac{1}{2n_H} \sum_{i=1}^{n_H} \log \eta_i(\frac{2i-1}{2}F_0) \\
\rho_0(F_0/4) &= \frac{\log X^2}{4} + \frac{1}{4n_H} \sum_{i=1}^{n_H} \log[\eta_i(\frac{4i-3}{4}F_0) + \eta_i(\frac{4i-2}{4}F_0) + \ldots + \eta_i(\frac{4i-1}{4}F_0)]
\end{align*}
\]

where \( \eta_i \) are i.i.d. random variables representing the samples of the spectral noise. The multiple attenuation results in,
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\[ \rho_1(kF_0) \leq 0 \]

\[ \rho_1(F_0) = \frac{\log X^2}{2} - \frac{1}{2n_H} \sum_{i=1}^{n_H} \log \eta_i \left( \frac{2i-1}{2} F_0 \right) \]

\[ \rho_1(F_0/2) = \frac{\log X^2}{4} + \frac{1}{4n_H} \sum_{i=1}^{n_H} \log \eta_i \left( \frac{2i-1}{2} F_0 \right) \]

\[ \rho_1(F_0/2) = \frac{\log X^2}{4} + \frac{1}{4n_H} \sum_{i=1}^{n_H} \log \eta_i \left( \frac{2i-1}{2} F_0 \right) \]

\[ - \frac{1}{4n_H} \sum_{i=1}^{n_H} \log \eta_i \left( \frac{4i-3}{4} F_0 \right) - \frac{1}{4n_H} \sum_{i=1}^{n_H} \log \eta_i \left( \frac{4i-1}{4} F_0 \right) . \]

The submultiple attenuation evaluated at \( F_0/2 \) is then,

\[ \rho_2(F_0/2) = \rho_1(F_0/2) - a \rho_1(F_0) \]

\[ \rho_2(F_0/2) = \frac{\log X^2}{2} \left( \frac{1}{2} - a \right) + \frac{r_1}{2n_H} \left( \frac{1}{2} + a \right) - \frac{r_2 + r_3}{4n_H} \]

Considering \( E\{r_1\} = E\{r_2\} = E\{r_3\} = n_H \log N_0 \), where \( N_0 \) stands for the noise power (see [84] appendix B),

\[ E \{ \rho_2(F_0/2) \} = \frac{\log X^2}{2} \left( \frac{1}{2} - a \right) + \frac{\log N_0}{2} \left( \frac{1}{2} + a \right) - \frac{\log N_0}{2} . \]

Therefore the value of \( a \) to suppress the peak at \( F_0/2 \) is \( a = 1/2 \).


