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Abstract—Non technical losses (NTL) cause significant damage to power supply companies' economies. Detecting abnormal clients behavior is an important and difficult task. In this paper we analyze the impact of considering customers geo-localization information, in automatic NTL detection. A methodology to find optimal grid sizes to compute a set of local features with a random search procedure is proposed. The number and size of the grids, and other classification algorithm parameters are adjusted to maximize the area under receiver operating characteristic curve (AUC), showing performance improvements in a data set of 6 thousand of Uruguayan residential customers. Comparative analysis with different sub-sets of characteristics, that include the monthly consumption, contractual information and the new local features are presented. In addition, we prove that raw customers' geographical location used as an input feature, gives competitive results as well. In addition we evaluate a entire new database of 6 thousand Uruguayan customers, whom were inspected in-site by UTE experts between 2015 and 2017.

I. INTRODUCTION

Since the nineteenth century the access to electricity has strongly influenced the way we live. In particular, in the past forty years electrical consumption has increased dramatically and access to electricity is a major concern in modern societies. In this context, losses in power grids are a very important problem that every year generates substantial economic losses. These losses can be classified into two categories: technical (TL) and non-technical (NTL). Technical losses are associated with dissipation or failures of the electrical components of the power grid, while NTL are associated with electricity theft, faulty meters or billing errors.

NTLs cause a significant harm to economies, for example, in India NTLs are estimated at $4.5 billion, and in countries such as Brazil, Malaysia or Lebanon NTLs can represent up to the 40% of the total electricity distributed [1], [2]. In the UK and USA non-technical losses are estimated between $1-6 billion [1], [3], [4]. The present work is developed in Uruguay as part of an existing collaboration between the "Universidad de la Republica" (UdelaR) university and UTE (the national company in charge of the power distribution for the whole country). In Montevideo, capital of Uruguay, TL and NTL represented the 7% and 13% respectively of the total energy distributed during the year 2016.

Related Work

Different machine learning approaches have addressed the detection of non-technical losses, both supervised or unsupervised. Leon et al. review the main research works found in the area between 1990 and 2008 [5], and Glauner et al. made a recent survey including the latest work in the field [1]. Several of these approaches consider unsupervised classification using different techniques such as fuzzy clustering [6], neural networks [7], [8], among others. Monedero et al. used regression based on correlation between time and monthly consumption, looking for significant drops in consumption [9]. Supervised approaches on the other hand, build and learn mathematical models that describe the problem based on labeled datasets provided by power distribution companies. For example, many works explored the use of Support Vector Machines (SVM) algorithm [2], [3], [10], [11] or combinations of SVM method with other methods such as Genetic Algorithm [12].

From the point of view of the features used to represent each customer profile, a different path has been followed. Some distribution companies have access to the real-time energy consumption measurements, or smart meters that can monitor the energy consumed with a temporal resolution of minutes or hours [13]. However the most common scenario is to have access to monthly [3], [12], [14]–[16] or bimonthly [17] energy consumptions. These consumption profiles are obtained from different customers, and are used as input features of machine learning systems. It is also common to enhance this feature vector with additional features extracted from the profiles (such as Fourier coefficients, local averages, between many others) [14]. Also, information of customers consumption is sometimes complemented with additional information such as: meter type, history of theft, or credit worthiness rating [3], [18] between other data that could be associated to the customer profile.

More recently, Glauner et al. [19] included the use of neighborhood local features by splitting the area in which the customers are located into grids of different sizes. For each grid cell they compute the proportion of inspected customers and the proportion of NTL found among the inspected customers. Other recent research [20] uses a Generalized Additive Model to generate a local estimation of NTL, and Markov chains to estimate the future changes of it. To that end, this work makes use of complementary socio-economical variables obtained from the latest national (Brazilian) census.

In the present work we improved our previous works [14], [18] presenting a more effective and robust automatic method for NTL detection. Inspired by the recent work of Glauner et al. [19] we define a new set of features and extend some of the ideas there presented. The main contributions of the present work are: (i) We performed thousands of in site inspections to
obtain an updated database of Uruguayan customer behavior. This database was never reported or tested before and we performed several experiments to test different methods in the actual context of the city of Montevideo. (ii) We propose a procedure to find optimal sets of neighborhood features that prove to be effective improving detection of non-technical electrical losses, we probe that this technique can improve previous features proposed in the literature. (iii) We compare engineered features extracted using neighborhood information with the use of raw geographical coordinates.

II. NTL DETECTION SCHEME

In the present article we analyze the effectiveness of different sets of novel features for the detection of Non-Technical losses. The general structure of the implemented solution consists of two main blocks: (a) features computation from customers’ input data, and (b) customer classification (as suspicious or normal). For the classification task, we consider Random Forest algorithm as an standard classification algorithm on pattern recognition. The first step, features representation, is where we put the focus on this work and will be described in detail in the following.

A. Performance metrics

One key aspect of the design of automatic solutions using pattern recognition theory, is definition of the performance criteria. This is how the effectiveness of the proposed algorithms and techniques is defined.

NTL detection can be typically stated as an imbalanced problem [14], because the number of customers that belong to the Normal (or negative) class, greatly exceeds the number of customers that belong to the Fraud (or positive) class. Hence, standard performance measurements such as the Classification Error or Accuracy are not suitable on the context of NTL detection and alternative indicators need to be defined. For example, reference [19] used the Area Under ROC Curve (AUC) as the performance criteria. AUC can be defined in binary classification problems by taking into account the true positive rate and true negative rate as follows,

\[
AUC = \frac{1}{2} \left( \frac{TP}{TP + FN} + \frac{TN}{TN + FP} \right)
\]

where TP denotes the total number of Positive samples correctly classified, TN the number of negative samples correctly classified, while FN/FP represents the number of false Negative/Positive obtained. In addition, other useful indicators in the context of imbalanced problems are:

\[
Recall = \frac{TP}{TP + FN}, \quad Precision = \frac{TP}{TP + FP},
\]

and

\[
F_\beta = (1 + \beta^2) \cdot \frac{Recall \cdot Precision}{\beta^2 \cdot Recall + Precision}.
\]

B. Features proposed

We focused on commercial and residential customers for which the following data was available: (i) monthly consumption (typically one measure per month) (ii) additional billing information (such as: the contracted power, the contract status: active/inactive), (iii) customers geographical location, and (iv) additional information generated by on-site inspections performed by UTE employees.

Two years of monthly consumptions were selected from the entire customer consumption profile, the starting month was the same for all clients in order to avoid the impact of climate stationarity.

In addition, a set of additional features were also analyzed, that showed to be discriminative in previous related works e.g. [18]. The features shown in table I were selected from a larger set available.

**Neighborhood Features.** As first set of features we wanted to analyze the eight characteristics proposed in [19], in order to match the physical grid dimensions to the ones described, we define the set of discrete grids over the geographical extension of the city of Montevideo. Then, the ratio of irregularities Eq. (4) and the inspection ratio Eq. (5) are calculated on each cell of each grid.

\[
NTL_{ratio} = \frac{\# NTL}{\# inspected}
\]

Figure 1 illustrates the value of features inspected_ratio and NTL_ratio over the finest grid (24 $\times$ 24 cells, each cell has an area of 0.4 km$^2$).

**Grid optimization.** In addition to the features proposed in [19], in the present work we analyze the impact of learning
an optimal grid topography from the data collected through inspecting customers across Montevideo city.

We learn from the data: (i) which are feasible grid structures that capture the desired neighborhood information, and (ii) from these set of possible grids which is the optimal subset of features that we must keep.

In order to create different grid structures that can be adapted in a better way to the geographical structure of the data, we need to establish a set of basic partition units. For example, considering the sizes of the regular grids presented in the previous section, we can start by considering \((3 \times 3), (6 \times 6), (12 \times 12)\) and \((24 \times 24)\) as the basic partition units, then we can generate new sets of grids by combining these set of basic partitions sizes. For example, we can consider grids of dimensions \((3 \times 12), (24 \times 6), (9 \times 3)\) or any other possible combination obtained from the basic size partitions \(\{3, 6, 12, 24\}\) as it is illustrated in Fig.2.

Once new grids are defined, it is possible to compute two different features (\(\text{inspected\_ratio}\) and \(\text{NTL\_ratio}\)) on each of these new grids. Then from this large set of features, we can find which are the subsets of more discriminative ones. Let us illustrate the previous with a simple example, assume that we generate new arbitrary grids using as basic sizes \(\{s_1, \ldots, s_N\}\) and we compute two new features on each of those new grids. We have in total \(N^2\) possible grids, so we will have \(2 \times N^2 \frac{M^2}{2} = M\) possible features. Moreover, from those new defined features, we can define \(\sum_{i=1}^{M-1} \frac{M!}{i!(M-i)!} + 1\) different subsets, for example, if \(N = 4\), we have in total about \(10^9\) possible features subsets.

In the present work, we find suitable subsets of neighborhood features defined in non-homogeneous grids by evaluating random subsets of features. To that end, we follow six simple steps:

1) Set the grid basic partition units, i.e. which are the unitary sized to be considered.
2) Define a set of random grids for features NTL\_ratio and Inspected\_ratio.
3) Compute NTL\_ratio and Inspected\_ratio on their respective set of grids.
4) Update the feature set by including the new (computed) featured to the set of consumptions and additional features.
5) Train Random Forest classifier on this new feature space using a data set.
6) Evaluate the previous model on a test data set and compute the AUC.\(^1\)
7) Repeat this procedure \(N\) times and define the optimal grids set as the set that achieved the highest AUC.

## C. Classification algorithm

After the features space is set, it is necessary to proceed with a segmentation of it, identifying the regions of the feature space associated to each of the classes. To that end, in the present work Random Forest classifier is considered. This very robust and popular classifier consists on a combination of simple classification trees applied to subsets of data generated by randomly selecting features. The result of each tree is used to define the prediction by majority voting. This method is robust to noise and the generation of data subsets decreases potential effects of overfitting. Parameters commonly used to optimize the training model are: the number of trees, and the number of random features per tree. A detailed description and analysis of Random Forest method can be found in reference [21]

### III. EXPERIMENTS

#### A. Data

The database analyzed in the present work was generated from a set of 6029 clients that were inspected on cite by UTE experts during the year 2015 in Montevideo city. The

---

\(^1\)Steps 5 and 6 can be performed on a single data base using Cross-validation.
geographical region in which the clients where selected has an extension of $25.2 \text{km}^2$ and a total of 115K active clients. The inspections performed allowed to label each of the analyzed customers as abnormal (label 1) or normal (label -1), in total 11.6% of the customers inspected present irregularities associated to some kind of NTL. Thanks to a joint work with the Uruguayan UTE company, in the present work we were able to test and evaluate the presented ideas in a new and updated dataset. This data was collected after months of in-place inspections during the past two years (2015-2017).

**B. Results**

As we stated in the previous section, the focus on the present article is the analysis of different features for the sake of fraud detection. Specifically, we want to explicitly evaluate the impact of including geographical customers information. To that end, five experiments were designed and tested over the database described above. Each experiment was performed using 10-fold cross validation, and that procedure was in addition repeated 10 times (mixing randomly the database). Random Forest was used as the classifier algorithm. The five set of featured evaluated are:

1) set "C": 24 monthly consumptions.
2) set "C + A": set C plus 8 additional features.
3) set "NF": set C + A plus 8 neighborhood features computed over a pre-defined regular grid.
4) set "ONF": set C + A plus the optimal set of neighborhood features (on irregular optimal grids).
5) set "GC": set C + A plus the raw geographical coordinates (latitude and longitude).

Each experiment was performed imposing five different NTL proportions on the training set, which helps to deal with the data unbalance problem. For each experiment, AUC, Accuracy, Recall, Precision and $F_1$ are reported. Tables II - III and IV show the results obtained using the set of features "C", "NF" and "ONF" respectively. Figure 3 shows the AUC results obtained for each of the feature sets evaluated, for a NTL ratio of 50%. Each experiment was repeated 10 times (each time performing 10-fold cross-validation), the minimum, maximum, mean and standard deviation AUC is represented on the plot.

**C. Discussion**

The analysis of the experiments here presented disclose interesting conclusions. First, the results obtained using neighborhood features ("NF") are on the same order of magnitude of the ones obtained in [19], this is an interesting result as we...
evaluated these features on a completely independent dataset, on a different country. Secondly, we verify that the inclusion of additional features, significantly improve NTL detection rates, compare for instance, the results obtained using “C” and “C+A” features. Thirdly, we probe that neighborhood features can be improved by defining optimal grids topographies, which allows us to capture in a more flexible way the geographical structure of a city. Fourthly, we show that if we consider customers’ geographical location (i.e. their address latitude and longitude) very competitive results can be obtained. This last observation is very important from a practical point of view, since the inclusion of this type of information can be done in a very easy way.

IV. CONCLUSIONS AND FUTURE WORK

We improved our previous works [14], [18] presenting a more effective feature set for NTL detection, where, inspired in the recent work of Glauner et al. [19] we defined a new set of local features using customers geo-localization. Moreover we proposed a methodology to find optimum grids sizes in order to compute local features and compared the results with other methods and the use raw geographic coordinates. The results obtained allowed us to conclude that the inclusion of additional features, significantly improve NTL detection rates; and that neighborhood features are enhanced when optimal grids are defined. In addition, we probed that raw customers’ geographical location used as an input feature, gives very competitive results.

In future work we plan to use a grid search methodology to perform a smarter normalization of other features derived from the monthly consumption record. We are currently testing the NTL strategy presented by performing new on-site inspections across the country, and we plan to conclude and report these set of on-field validations within two years. In the present work, we followed the AUC score as optimization criteria, we will investigate the impact of using different metrics (e.g. \(F_\beta\)) to set, and optimize the NTL algorithms here presented.
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